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This thesis deals with ‘large-scale’ detection problems that arise in many real world applications such as sensor networks, mapping with mobile robots and group testing for biological screening and drug discovery. These are problems where the values of a large number of inputs need to be inferred from noisy observations and where the transformation from input to measurement occurs because of a physical process.

In particular, we focus on sparse measurement systems. We use the term sparse measurement system to refer to applications where every observation is a (stochastic) function of a small number of inputs. Here, small is relative to the total input size. Such a system can conveniently be represented by a (sparse) structured graphical model. We study the fundamental limits of performance of these sparse measurement systems through an information theoretic lens and analyze robustness to noise, model mismatch and parameter uncertainty. We also look at these problems from an algorithmic point of view and develop practical algorithms, aided by the representation of the system as a graphical model. We analyze how the computational cost of detection with sparse measurements changes with various system parameters. Finally, we will show how to use both these analyses to design sparse measurement systems.

We show that, in addition to sensor parameters such as the measurement function and the noise model, which describe how the physical measurement transforms the inputs, the structure of the measurements critically effects the information theoretic and computational properties associated with a measurement system. The term ‘structure’ here refers to properties such as the number of times each input is measured and the pattern in which inputs are sensed - parameters that become important when information from many measurements has to be fused to reconstruct the input. The measurement ‘system’ extends
beyond the inputs and the measurements to include other factors such as how the inputs were generated, and how the measurements are fused to detect the input. We will show in this thesis that looking at a measurement system as a whole, in this way, leads to insights that can be used to improve system performance and to design better systems. The way we handle the correlations introduced by the fixed, sparse measurement structure and given measurement function, is what differentiates our use of the probabilistic method from other work in coding theory.

The aim of this thesis is to develop tools for designers and users of sparse measurement systems. Given the characteristics of the inputs to be detected and constrained choices of measurement types and structures, we help answer the following types of questions for sparse measurement systems

- how many measurements are required to detect the input?
- what algorithms can be used for detection?
- how can the algorithm be modified to suit a particular application?
- how should the system design be changed to improve performance and robustness?
- how do these answers change with different sensing functions, measurement structures, application requirements and detection algorithms?

Providing an answer to these questions allows an engineer to design a sparse measurement system that meets specified performance objectives while respecting various physical constraints.

To demonstrate the impact of the ideas presented in this thesis we show results on two distinct real-world applications, by a combination of data driven modeling and simulation. We study two algorithms in some detail, the Cross Entropy (CE) method developed for
rare event simulation and the Sequential Decoding (SD) algorithm from coding theory. In the first experiment we show how to use a sparse measurement system for a group testing based drug discovery application. We demonstrate how group testing with CE decoding can reduce the amount of noise while limiting the number of tests. In the second experiment we show that a simple Infra-Red sensor can be used to detect multiple hot targets - motivated by the important problem of finding people in disaster areas or in collapsed buildings. We validate the feasibility of our SD approach in an experiment using an actual Infra-Red temperature sensor.
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Chapter 1

Introduction

Rapid advances in the material sciences and in manufacturing technologies have decreased the cost and size of thermal sensors, sonar detectors, biological micro-arrays, Micro-Electro Mechanical Systems (MEMS) and other measurement devices. There are also new measurement modalities such as robotic assays, Next-Generation Sequencing Technologies (NGST) and ubiquitous nano-sensors that can create a substantially larger number of measurements at a much finer resolution than was ever possible. Unfortunately, this decrease in cost and size often comes with an increase in noise, jitter and parameter uncertainty. In this thesis, we will explore how we can fuse noisy sources of data to reason about the state of the world, using the power of probabilistic models.

We will focus probabilistic models of large-scale detection problems. In these problems we have an input to be detected using many measurements. These problems are large-scale because the input could be in any one of an exponential (in the length of the input) number of possible states. In particular, we study sparse measurements systems for large-scale detection. In sparse measurement systems each measurement is a stochastic function of a (different) small subset of the input. We will see that these sparse measurements are of practical interest since they model many of the practical constraints inherent in detection
applications

We show that, in addition to parameters such as the measurement function and noise model, which describe how the physical measurement transforms the inputs, the *structure* of the measurements critically effects the information theoretic and computational properties associated with a sparse measurement *system*. The term ‘structure’ here refers to properties such as the number of times each input is measured and the pattern in which inputs are sensed - parameters that become important when information from many measurements has to be fused to reconstruct the input. The measurement ‘system’ extends beyond just the inputs and the measurements, and includes other factors such as how the inputs were generated and how the measurements are fused to detect the input. We will show in this thesis how looking at a measurement system as a whole, in this way, leads to insights that can be used to improve system performance and to design better systems. The way we handle the correlations introduced by the fixed, sparse measurement structure and given measurement function, is what differentiates our analysis from other work in coding theory.

In this thesis, we study four aspects of sparse measurement systems.

- **Applications**: We study how different practical problems can be modeled as sparse measurement systems by developing an understanding of the physics and application requirements in sensor networks and group testing for drug discovery.

- **Analysis**: We draw parallels between sparse measurement systems and Shannon’s model of a communication system. We develop an information theoretic analysis of sparse measurement systems using the probabilistic method. This will require suitable modifications to handle the correlations that arise because of the constraints of physical measurement systems. We develop a general result that can be used to ana-
lyze the performance achievable with different kind of measurements, measurement structures and sources of noise. We also analyze the robustness of sparse measurement systems to model mismatch and parameter uncertainty at the detector.

- **Algorithms**: We study the Sequential Decoding (SD) algorithm from coding theory and the Cross Entropy (CE) Method from rare event simulation. We show that they can be applied to the problem of detection in sparse measurement systems. We analyze both the accuracy and computational properties of specific algorithms. We show that the *computational* properties of these algorithms depend on system parameters like noise level, measurement function, measurement structure, and most critically, on the number of measurements available to the detector. We combine this analysis with the theory developed to create algorithms with superior performance and low complexity.

- **System Design**: Our work has an engineering motivation, and so, we highlight the practical utility of our results. We show applications of our algorithms on real data from a thermal sensing and a group testing application. We describe methods by which the theoretical and algorithmic analysis can guide practical system design.

In this chapter we provide a flavor of our study and results.

### 1.1 Applications: Some Motivating Examples

Our interest in the analysis of sparse measurement systems is motivated by new applications of group testing, such as, pooling for genetic screening and drug discovery [1] and the application of graphical models to sensor networks proposed by Moura et. al. in [2]. We first describe the model we study and then show how the model represents the physical process behind these different applications.
In this thesis, we study the general problem of detection in a sparse measurement system. An illustration of our model is shown in Figure 1.1. The fundamental problem we are interested in is that of detecting \( k \) discrete random variables (inputs) \( V = [V^1, \ldots, V^k] \) given \( n \) noisy and sparse measurements \( Y = [Y^1, \ldots, Y^n] \).

The graphical representation in Figure 1.1 is called a factor graph [3]. It consists of circles, one for each variable and squares representing factors. Each factor \( f_i \) is a function of the form

\[
f_i(y^i, v^{N_i^1}, \ldots, v^{N_i^c})
\]

where \( v^{N_i^1}, \ldots, v^{N_i^c} \) are values of the \( c \) input variables connected to the factor \( f_i \). Each factor encodes the relationship between the variables it is connected to.

The factor graph is essentially a way to represent a joint distribution over the random variables as a product of all the factors.

\[
p(v, y) \propto \prod_{i=1}^{n} f_i(y^i, v^{N_i^1}, \ldots, v^{N_i^c}) \prod_{j=1}^{k} h_j(v^j)
\]

For sensing applications we start with a generic illustration of a sensor network (perhaps a thermal or seismographic sensing application) in Figure 1.2. In sensor networks the aim is to detect the state of the environment by fusing the information from noisy sensor measurements. In our model of sparse measurement system in Figure 1.1, each node \( V^t \) is a random variable that represents the state of a part of the environment. We assume that each sensor \( i \) returns a noisy estimate \( Y^i \) of a function \( \Psi \) of inputs that it measures.

Suppose that, in a thermal sensing application, the variable \( V^t \) is 1 if the \( t^{th} \) region is hot and 0 otherwise. A thermal sensor returns the (noisy) average temperature in its field of view. The factor \( f_i \) would then be,

\[
f_i(y^i, v^{N_i^1}, \ldots, v^{N_i^c}) = P_{\text{noise}}(y^i) \frac{1}{c} \sum_{j=1}^{c} v^{N_i^j}
\]
where $P_{\text{noise}}$ is the noise model of the thermal sensor.

Sparse measurement models are also appropriate for a large number of detection problems in the area of generalized group testing [4]. Group testing was introduced in [5] to reduce the number of tests required to detect men affected with syphilis out of inductees in the US army during World War II. Starting from blood testing the idea that grouping can reduce the number of tests required has found numerous applications [4], such as, finding faulty microprocessors [6], DNA screening [7], monitoring computer networks [8], spectrum sensing [9] and drug discovery [1].

The generic group testing problem is one of finding defective or ‘positive’ items among a large group of normal items. The naive method of testing each input separately would require as many tests as there are inputs. However, if the number of positives is small a significant reduction in the number of tests is possible by ‘pooling’ or testing groups of
items together. In generalized group testing small pool sizes are often appropriate either because of system constraints or because they provide the best performance.

We now map this problem to our sparse measurement model in Figure 1.1. The random variable $V^t$ is 1 if the $t^{th}$ input is defective or 0 otherwise. The measurements $Y^j$ are the result of different group tests. In conventional group testing, a factor $f_i$ would then be,

$$f_i(y^i, v^{N_i^1}, \ldots, v^{N_i^c}) = P_{\text{noise}}(y^i \mid \max_j v^{N_j^i})$$

In generalized group testing other measurement functions, input alphabets and general noise models are possible.

Another large class of applications where our ideas may find use is the problem of Distributed Source Coding (DSC) [10]. In these problems separated sources attempt to transmit correlated information to a receiver. The transmitted symbols are the measurements of the input (or message). The side information plays the role of the prior in our model. The receiver attempts to decode the measurements by detecting the true input. Versions of this problem are also called the Slepian-Wolf problem [11] and the Wyner-Ziv problem [12]. Parity check matrices of good codes form good encoding matrices for DSC [13]. Low-Density Parity Check codes [14] are good codes leading to sparse measurement systems. This corresponds to our model with inputs and measurements binary.
(\mathcal{Y} = \mathcal{X} = \mathcal{Y} = \{0, 1\}) and each measurement \( \Psi \) is an XOR of its inputs.

The critical structural fact in all these examples is that each measurement is a noisy function of only a small subset of the inputs while the intent of the system designer is to detect the state of the entire environment. In this thesis, we use the term \textit{sparse} measurement system to refer such applications. Accounting for this sparse nature of the measurement structure is critical to ensure that our theoretical analyses match the results of practical experiments. This will also allow our results to be used in the design of practical sparse measurement systems.

We are interested in detection problems where the hidden variables of interest are transformed by a physical process into the measurements. Understanding the dependencies between the inputs and measurements requires understanding the physics of the system. For example, the success of our experiments in Chapter 5 with thermal sensors, critically depends on developing an accurate physics-based model of the measurements, in order to understand how measurements are affected by multiple objects in their field of view [1, 15]. Modeling is an essential step required in order to translate the theory and algorithms developed for sparse measurement systems into practical, real-world results.

In addition to expert knowledge system parameters may also be learnt from data [16]. In applications such as sensor networks [15], we generally obtain initial estimates of system parameters from our knowledge about the system and where sensors are placed, but improve the estimates through calibration. In order to understand the effect of model mismatch and uncertainty that arise from using estimated models, we extend our theoretical results to these situations and also suggest some practical methods to ameliorate these adverse affects.

In this thesis, we demonstrate the practical applicability of detection algorithms for sparse measurement systems. We use measurement data from thermal sensors [15] to detect
hot targets - an experiment motivated by the real problem of detecting humans in a disaster area of collapsed building where visual sensors do not work [17, 18]. We also show results on a group testing experiment for a drug discovery application [1].

While the applications described above fit quite naturally into the sparse measurement framework, there are many other problems where similar ideas and techniques have been applied and where our work may find a place. For example, compressed sensing [19, 20] has at its core a linear measurement problem. In contrast to the compressed sensing problem, our work is for discrete inputs and outputs with general non-linear measurement functions. We focus on the effect of noise and prior information on the number of measurements required. We pursue an information theoretic, as opposed to an algorithmic approach, to the problem. We show that modified versions of algorithms designed for compressed sensing, perform well for discrete input sparse measurements with low noise [21]. Pursuing this connection further could lead to efficient algorithms for sparse measurement systems with provable guarantees, in special scenarios.

Finally, we hope that our analysis techniques, intuition, algorithms and the overall flavor of our approach would be applicable to more general problems on probabilistic models such as learning the structure of graphical models [22], observation selection [23] and constraint satisfaction [24], search [25] and optimization problems.

1.2 Analysis: Information Theoretic Analysis of Sparse Measurement Systems

The primary theoretical focus of this thesis is the performance limits of sparse measurement systems, independent of the detection algorithm. The advantage of using the sparse measurement framework is that they can be used to model the structural features of different measurement problems. The results can then be specialized to different applications
such as sensor networks [26, 27], communication [28] or group testing [21].

We study the general problem of detecting \( k \) discrete random variables (inputs) \( \mathbf{V} = [V^1, \ldots, V^k] \). Each \( V^j \) is drawn independently, identically distributed (i.i.d.) from \( P_{V^j} \). Each position in the vector represents a discrete input at that ‘location’, which takes values in an alphabet \( \mathcal{V} \). We are given \( n = \frac{k}{R} \) (where \( R \) is the ‘rate’) noisy and sparse measurements \( \mathbf{Y} = [Y^1, \ldots, Y^n] \). A higher rate \( R \) means that we have fewer measurements. A measurement \( u \) is sparse if it is a function of a small \( (c = \Theta(1)) \) number of the inputs \( V^j \).

We consider the measurement function to be a composition of two functions. Each noiseless function value \( X^u \in \mathcal{X} \), is a function \( \Psi \) of the inputs it measures, \( X^u = \Psi(\{V^l(u,1), \ldots, V^l(u,c)\}) \). These \( l(u,i) \)s together define the structure of the sparse measurements. Each measurement is corrupted independently according to a probability mass function (p.m.f.) \( P_{Y|X}(Y^u = y|X^u = x) \) resulting in the observed measurements \( \mathbf{Y} \in \mathcal{Y}^n \). An example measurement system is shown in the factor graph notation [3] in Figure 1.1.

Given the measurement \( \mathbf{Y} \), we use a decoder \( q : \mathcal{Y}^n \to \mathcal{V}^k \) to obtain an estimate \( \hat{\mathbf{v}} \) of the input. A fundamental parameter of interest will be the distance or distortion \( D \) between the input \( \mathbf{v} \) and the reconstruction \( \hat{\mathbf{v}} \). For example, the normalized Hamming distortion between the two vectors is defined as

\[
d_{H}(\mathbf{v}, \hat{\mathbf{v}}) = \frac{1}{k} \sum_{i=1}^{k} 1_{v^i = \hat{v}^i}
\]

We study the problem in the large system limit as \( n \to \infty \) and answer the questions, (i) ‘What rates \( R \) are sufficient to detect the input to within a distortion \( D \) using sparse noisy measurements?’ which we call an achievability result and (ii) ‘What rates \( R \) are required to detect the input to within a distortion \( D \) using sparse noisy measurements?’ which we call a converse result. Based on parallels to information theory we use a random measurements analogue of Shannon’s random coding argument and derive bounds for these quantities.
The motivation for our analysis is the work of Shannon [29, 30] where most of the problems in information theory and their solutions \(^1\) can be found. His analysis was the first to show that it is possible to transmit information reliably even in the presence of noise, at rates below channel capacity. He gave sharp bounds on the system parameters under which this is possible. While the information theoretic bounds were non-constructive and derived in the large system limit, they laid the foundations for the digital communication revolution.

Achievability results, which are lower bounds on channel capacity in communication theory, tell us first of all that reliable communication is possible across noisy channels, something that was not known before the work of Shannon. Together with converse results, which are upper bounds on capacity, they give us a good idea of how sub-optimal any particular practical coding or decoding scheme is. This allows us to focus on improving systems in situations where there is a large performance gap to the bounds. In addition, the bounds give us some intuition into the properties of good codes and demonstrate that larger message and code lengths can be used to improve performance.

In this thesis we will try to develop a theory to similarly guide the design of sparse measurement systems, continuing the work of [31, 32]. We do this by defining the ‘Sensing Capacity’ that plays the role of channel capacity for sparse measurement systems. We analyze bounds on the sensing capacity for different measurement structures and system parameters. These bounds result in estimates of the number of measurements required for reliable detection from sparse measurements. Our results will be different from the information theoretic results for communication because of the special constraints present in sparse measurement structures. Showing how to handle the correlation between measurements, induced by the fact that they arise from a fixed sparse measurement structure and

\(^1\) To quote David Forney, information theory was “created almost fully grown from the brow of Zeus”
given measurement function, is the primary theoretical contribution of this thesis. It also differentiates our work from many other applications of the random coding method in coding theory. We will also show how the analysis can be used to guide and inform the design of sparse measurement systems.

While information theoretic analysis of models similar to our sparse measurement systems is fairly recent [21, 26, 33] the general analysis methods we use have a rich history in probability theory [34], information theory [29] and combinatorics [35]. In addition each of the application areas we mentioned in Section 1.1 has a large literature, including theoretical analysis. One of the most important theoretical contributions of this thesis is the generality of our final result that can be applied to many of these special cases of interest.

We now describe some of the prior work, related to our the work in this thesis, in some of these different application areas. We begin with the group testing problem [4] where the objective is to identify a small number ‘positive’ elements from a much larger set. The basic result in group testing is that the number of tests required can be reduced substantially by testing groups of elements together. In our model this corresponds to the case where each measurement is the Boolean OR of a subset of the inputs.

There has been a lot of theoretical work on the basic ‘OR’ model of group testing - both information theoretic [36, 37] and combinatorial [4]. Sparse pools, which correspond to our sparse measurements, have been shown to be useful for group testing [7]. We will analyze the performance of sparse ‘regular’ designs, where every input is measured the same number of times. These structures are motivated by the need for fair coverage in some group testing problems and the excellent performance of LDPC code structures developed in coding theory [38]. We will also extend the group testing model to more general measurement functions, noise models, priors and input alphabets. Our focus will be on obtaining the most general results possible, which will allow us to analyze new sparse group
testing designs for different applications [39] that do not fall into the classical group testing framework. We study the effect of noise, which is usually an afterthought in the usual group testing work [4, 36] (though there are a few exceptions [40, 41]).

Compressed sensing [19, 20] is a linear measurement problem that has received much attention in the recent past. There has been work on information theoretic analysis [42] of the compressed sensing problem, especially from a graphical models learning framework [43]. In addition, sparse designs have received recent attention [44, 45]. In contrast to this line of work we consider more general (possibly non-linear) measurement functions and focus on the effect of using different sparse measurement structures and different sources of noise on the performance. We also consider situations that arise in some group testing problems, where the sparsity of the measurements is actually required to improve performance.

Keeping with the practical focus of our work and motivated by our experiments with real sensor network and group testing applications, we also study the loss in performance of sparse measurement systems when there is model mismatch or parameter uncertainty at the detector. In sensor networks, this could be the result of drift in sensor parameters [46], calibration errors [47] or manufacturing defects [48]. In group testing problems, sources of mismatch could range from uncertainty in the concentrations and re-activities of the chemicals being tested to approximations made to the pooling measurement function [49]. We should not expect to have perfect knowledge of measurement functions and noise models, and so, understanding the effects of model mismatch and parameter uncertainty is worthwhile. In our analysis we borrow from [50] who looked at similar problems in the framework of communication. We, however, have to make modifications to account for the sparsity of and correlations between sparse measurements.

Finally, in this thesis we also develop a converse that bounds the minimum number of
measurements required to reconstruct the input to within a given fidelity. This converse is based on standard information theoretic techniques. We will see that the converse rates are sometimes close to the achievability bounds, indicating the tightness of our analysis in some scenarios.

1.3 Algorithms: Detection in Sparse Measurement Systems

Given a general factor graph - such as the one in Figure 1.1 - inference is the process of reasoning about hidden nodes or variables (V) in a graphical model given the observed information (Y). There are two kinds of inference we are usually interested in - Marginal Probabilities (MP) and Maximum A-Posteriori (MAP). In the first case we wish to find the distribution of a hidden variable conditioned on the observations:

\[ p(v'|Y) = \sum_{v'=v \setminus v_i} p(v|Y) \]  \hspace{1cm} (1.6)

In MAP or Most Likely Explanation (MLE) inference we seek an assignment to the hidden variables that maximizes the conditional probability, that is we are looking for a \( v_* \), such that

\[ v_* = \arg \max_v p(v|Y) \]  \hspace{1cm} (1.7)

We will focus on MAP inference, which we call detection, for most of this thesis.

One advantage of the factor graph framework is that we can draw on the large body of work on inference algorithms in graphical models while designing detection algorithms for sparse measurement systems. Inference algorithms [3, 51] can be exact, like the Variable Elimination algorithm, or approximate. It has been shown that exact inference in general graphical models is NP-Hard [52]. Known algorithms for exact inference have computational complexity exponential in the tree-width of the graphical model. Since many of the sparse measurement structures we look at have high tree-width [53] we focus on approxi-
mate inference algorithms in this thesis.

Approximate algorithms for inference in graphical models fall into four classes - local message passing algorithms like belief propagation (BP) [54], search algorithms like A* search [55], sampling algorithms like Gibbs sampling [56] and variational algorithms [57]. Each of these classes of algorithms has been studied extensively in the machine learning and coding theory communities [58] and there exists a good understanding of conditions under which performance of specific algorithms like BP perform well [59]. For other algorithms this understanding is less well developed and those will be the focus of our work.

In this thesis we will look at two detection algorithms in some detail and mention others as appropriate. One algorithm we look at is a search-based algorithm developed in the coding theory literature called Sequential Decoding (SD) [60]. SD was first suggested for sensor networks by [61]. We demonstrate the practical applicability of SD in a thermal sensing application [15]. We focus on SD because it has interesting computational properties [62], in particular, the existence of a computational cut-off rate. Computational cut-off is a phenomenon where increasing the number of measurements above a threshold substantially reduces the computational complexity of an algorithm. This suggests interesting trade-offs for sparse measurement systems with limited computational resources. We rigorously analyze the computational complexity of SD and demonstrate the existence of the computational cut-off for sensor network applications.

The second algorithm we look at is called the Cross Entropy (CE) method which was developed for rare-event simulation, but later found applications as a general Monte-Carlo approach to many different optimization problems [63]. Our theory suggests a stopping criterion for the CE method that is shown to be useful in practice. We show the applicability of this algorithm on data from a group testing experiment for drug discovery from [1]. In addition, we demonstrate that the CE method displays a computational cut-off phenomenon
similar to SD.

1.4 System Design: From Theory to Practice

An engineer designing a measurement system has a number of decisions to make, such as, what kind of sensing devices to use, how to deploy them and how to fuse the measurements to extract the important information. We believe that information theory is a rich source of answers to questions about sparse measurement systems: theoretical, algorithmic and, perhaps most importantly, practical.

However, while borrowing intuition from the theory of communication, this thesis also aims to understand how measurement systems are different from communication systems, where the encoder is under the control of the system designer. The focus of our work is on how to model, analyze and fuse information from measurements that are constrained because of costs involved or the physics inherent to a system. For example, we study sparse measurement systems because this sparsity was inherent in the applications from Section 1.1. Our experiments with thermal sensor networks and group testing for drug design led us to the conclusion that model mismatch and parameter uncertainty are important aspects of practical measurement systems. Based on this observation, we study the effect of uncertainty and mismatch, both from a theoretical, as well as an algorithmic viewpoint.

Imposing constraints on the measurement systems also has important algorithmic implications we wish to study. An understanding of the effect of sensing functions, noise models and measurement structures on the performance of different algorithms allows us not only to choose the right algorithm for a particular sensing task but also design measurements that are ‘easy’ to decode. This line of work also differentiates this thesis from other work in coding and communication and also highlights our focus on practical system design.
Based on the above discussion the aim of this thesis is to build tools for users and designers of real sensing systems by,

- Developing an information theoretic understanding of measurement structures when practical constraints are incorporated
- Studying the performance of different algorithms when applied to detection when measurements have inherent constraints
- Showing the applicability of our model, theoretical results and algorithmic analysis with experiments with real sparse measurement systems
- Using the analyses to design measurement systems that have good performance, are easy to decode and are robust to noise, mismatch and uncertainty.

1.5 Contributions

We now summarize the primary contributions of this thesis.

Theory

- For a sparse measurement model, we developed a general expression for the number of measurements required to reconstruct an input with a required fidelity, by specifying a lower bound on ‘sensing capacity’. The expression derived shows explicitly the dependence of number of measurements required on the measurement structure, noise model, prior and measurement function for different measurement structures. In particular, we derived lower bounds on the sensing capacity of sparse regular measurement structures and showed a good match between the bounds and performance of practical algorithms.
• Motivated by practical considerations we derived expressions for the performance of sensing systems with model mismatch and parameter uncertainty.

• We derived a converse that showed fundamental limits on the performance of particular sparse measurements. This converse is shown to be tight in some special cases.

Algorithms

• Compared the performance of algorithms for detection in sparse measurement systems like Belief Propagation (BP), the Cross Entropy (CE) method and Sequential Decoding (SD). We demonstrated that the theoretical analysis is useful in identifying the sub-optimality of practical algorithms and that the CE method shows performance that follows the trends indicated by the theoretical bounds.

• Demonstrated the ‘computational cut-off’ phenomenon displayed by the CE method where the algorithm becomes computationally efficient once a sufficient number of measurements are collected. This demonstrated that collecting additional measurements can alter the trade-off between accuracy and computational complexity resulting in algorithms that are both accurate and have low complexity. We also showed that the SD algorithm also has a similar computational cut-off for sensor networks and empirically demonstrated this for a thermal sensing system. We analyzed SD to make the case that collecting more measurements can reduce the computational complexity of algorithms.

Applications

• Showed the applicability of the CE method in a group testing experiment for drug discovery.
• Demonstrated the practicality of SD with experiments using real thermal sensor measurements.

System Design

• Used the theoretical analysis to outline how diverse measurements can make a sensing system robust to mismatch and uncertainty.

• Suggested theoretically justified modifications to the sequential decoding algorithm that improve performance for sensing applications.

• Showed how to modify the measurement functions and pre-process data in a sparse measurement system to improve the computational properties of its decoder.
CHAPTER 2

APPLICATIONS OF SPARSE MEASUREMENT SYSTEMS

In this chapter we motivate the study of sparse measurement systems by describing a few applications of the model. We focus on two distinct classes of applications, group testing for screening applications and sensor networks for detection and monitoring. We also outline some other relevant applications. We first explain the abstract model and then show how it maps to the different applications. We will return to these applications in Chapter 5 and show how the methods described in the intervening chapters can be used to design systems for real-world problems.

2.1 WHAT ARE SPARSE MEASUREMENT SYSTEMS?

The problem of detecting a discrete vector from noisy measurements appears in many different guises in signal processing and information theory. Some examples include, the problem of communicating over a noisy channel, group testing [4], communicating across a multiple access channel [64] and detection in sensor networks [65].

In this thesis we are interested in the study of sparse measurement systems. Each sparse measurement is a function of a small number of the variables to be detected (a
formal definition is provided later). Sparse measurements are studied because of their performance, because of real world constraints or because they are associated with efficient detection algorithms. For example, Rachlin et. al. [26] model sensor measurements as being sparse since real sensors have limited field of view. Guo et. al. [66] suggest the use of sparsely-spread Code-Division Multiple Access (CDMA) for multi-user detection because they can be decoded efficiently. Bruno et. al. [7] used ‘low-weight pools’ for group testing, where each pool is the mixture of very few samples, because they have better performance. Montanari et. al. [33] suggest the use of sparse statistics for lossless compression because they have a smoothness property (changing one input changes only a few measurements) which is important in some data storage applications.

We will see that, in addition to system parameters such as the measurement function and noise model, that describe how the physical measurement transforms the inputs, the *structure* of the measurements critically effects the information theoretic and computational properties associated with a measurement *system*. The term ‘structure’ refers to properties, such as, the number of times each input is measured and the pattern in which inputs are sensed, which become important when information from many measurements has to be fused to reconstruct the input. The measurement ‘system’ includes other factors such as how the inputs were generated and how the measurements are fused to detect the input. We will show in this thesis how looking at a measurement system as a whole leads to insights that can be used in system design.

The study of sparse measurement systems is ongoing and can be approached from several different directions. Montanari [67] studies the performance of message passing algorithms [3] for detection with sparse measurements using density evolution [58]. Guo et. al. [66] analyze the problem of decoding sparsely spread CDMA from a statistical physics perspective. In [33], lossless compression using sparse noiseless measurements with an
optimal decoder is studied and analyzing the effect of measurement noise is left as an open problem.

In this thesis, we study the problem of detecting \( k \) discrete random variables (inputs) \( \mathbf{V} = [V^1, \ldots, V^k] \). Each \( V^j \) is assumed to be drawn i.i.d. from a distribution \( P_{V^j} \). Each \( V^j \) represents a discrete input at ‘location’ \( j \), which takes values in an alphabet \( \mathcal{V} \). We are given \( n \) noisy measurements \( \mathbf{Y} = [Y^1, \ldots, Y^n] \). Each measurement \( Y^u \) is a stochastic function of \( c \) inputs \( Z^u = [V^{l(u,1)}, \ldots, V^{l(u,c)}] \in \mathcal{V}^c \). We can decompose this function into a composition of two functions. The first is a noiseless function value \( X^u \in \mathcal{X} \) computed as \( X^u = \Psi (V^{l(u,1)}, \ldots, V^{l(u,c)}) = \Psi(Z^u) \). Then, each \( X^u \) is corrupted independently according to a probability mass function (p.m.f.) \( P_{Y^u|X} (Y^u = y|X^u = x) \) resulting in the observed measurements \( \mathbf{Y} \in \mathcal{Y}^m \). The set of \( l(u,i) \)'s is called the measurement structure \( C_n \). This can be represented as a factor graph [3] as shown in in Figure 2.1. The goal is to detect the input \( \mathbf{V} \) from the measurements \( \mathbf{Y} \). In this thesis we study sparse measurement structures, which means that \( c = \Theta(1) \). Thus, each measurement \( Y^u \) is a function of a small number of variables \( V^j \).

We now describe how the sparse measurement systems defined above are a good model...
for some applications.

### 2.2 Group Testing for High Throughput Screening

The first application of the sparse measurement model that we look at is the problem of group testing for high throughput screening [1]. **Group testing** [4] is an old technique that was used to reduce the number of blood tests required to detect syphilis in soldiers during World War II. The blood from multiple people is mixed together to form a ‘pool’ that is tested. If any of the soldiers in that pool are ‘positive’ for syphilis the sample will test positive. This pooling was shown to substantially reduce the number of tests required [5]. To fit this application in our model in Figure 2.1, we associate a random variable $V^j$ with each soldier $j$, which takes a value 1 if he is infected and 0 otherwise. The function $\Psi$ is the Boolean OR since the output of a group test is positive if any sample in the pool is positive. Sources of errors such as human or machine error and chemical inhibitors, can be modeled by the noise model $P_{Y|X}$.

While pooling for blood screening is still relevant today [68] (and may be useful again in the future ¹), similar problems have been studied for a variety of applications including DNA clone library screening [7], Protein-protein interaction mapping [69], high-throughput drug screening [1], genetic screening [70], retrieval [71] and circuit testing. A number of these new applications in biological screening do not fit the conventional group testing framework because of non-binary inputs, different measurement functions and unique noise models. We describe a couple of these new applications in detail and show how our more general model is appropriate for these applications as well.

2.2.1 Drug discovery

Khinkaryam [1] described the use of pooling strategies for drug discovery, using a detailed chemical model of pooling. This modeling was done to improve the efficiency of High-Throughput Screening (HTS). HTS is a scientific experimentation process by which thousands or even millions of biochemical, genetic or pharmacological tests are conducted in a short time frame. Advances in biology and chemistry continuously produce increasing number of molecules that may be suitable for therapeutic intervention. This combined with the methods for combining multiple sources into a single reagent has meant that traditional high-throughput screening (HTS) has had to evolve into ultra-HTS (uHTS) [72] in order to screen available targets. This is usually done through miniaturization and the use of robotics, although this alone may not be sufficient [73].

Another way to improve the efficiency of HTS is group testing, where pools of compounds are tested. Group testing (or pooling) has been shown to reduce the number of tests required if very few of the inputs are active [5]. Group testing has received much attention in theoretical computer science [74], and more recently signal processing [75]. However, most of the work is for the Boolean OR measurement model and sub-linear number of positives in the input at the low noise limit. These aspects of the model need to be generalized in order to study the applications we are interested in.

We start by describing the physics underlying the pooling process. We then build a model for the pooling process. We consider scintillation proximity assay (SPA) [76] as a representative technique for detecting chemical reactivity for drug discovery applications. The model for SPA type pooling should be applicable with small changes to other chemical and biological HTS problems. SPA uses a fluorescent bead (that emits light when stimulated) that can anchor with the target in the reaction. If, because of the pooling process, the reagents in the pool occupy some of the anchor points, then they will not be available
to anchor the fluorescent markers, resulting in a decrease in the signal - a process called inhibition [1].

Suppose \( I_{MAX} \) and \( I_{MIN} \) are the maximum and minimum possible intensities that a test can produce. If \( V^1, \ldots, V^c \) are the association constants of the \( c \) chemicals mixed in a pool then the intensity from a pooled test \( Y_{TEST} \) can be approximated as

\[
Y_{TEST} \propto I_{MIN} + (I_{MAX} - I_{MIN}) \cdot \frac{L}{L + \sum_a V^a}
\]

(2.1)

where the proportionality constants and \( L \) depend on the system parameters such as the ambient temperature and the concentrations and re-activities of the reagents used in the test. Since we are interested in detection problems we consider the case where \( V^a \) is 0 or 1, corresponding to each chemical being inactive or active, respectively.

This physics based model can be mapped directly to our sparse measurement model in Figure 2.1. The input alphabet is \( \mathcal{V} = \{0, 1\} \), with 1 corresponding to active and 0 corresponding to an inactive chemical. The length of input \( k \) is the number of chemicals to be tested and \( n \) is the number of pools. The fraction of chemicals we expect to be active represents the prior, and the measurement noise is due to failed tests, as well as errors in the florescence detector. Assuming that the amount of each chemical pooled is the same, larger pool sizes lead to lower florescence levels, with the noise level essentially constant since it is due to shot noise in the detector. The actual noise is signal dependent and larger pools lead to more noise in the output. We will describe the noise model in more detail in Section 2.2.3. Different noise models are possible, and our analysis will be general enough to study them.
2.2.2 Genetic screening

Another application of group testing that has recently received some attention is the use of pooling for genetic screening of carriers of disease causing mutations. In order to explain this problem and develop a model, we outline the fundamentals of the genetic theory of inheritance. For more details, see [77].

A gene is a unit of heredity in a living organism. It consists of a region of DNA that codes for a protein or RNA chain that has a particular function in an organism. Genetic disorders occur when there is a mutation in the DNA region corresponding to a gene. These variants of a gene are called alleles. While many variants are harmless, such as the mutations that cause variation in human eye-color, others result in serious diseases such as Sickle Cell Anemia and Color-blindness.

Humans are diploid, since they carry two copies of every gene. Dominance is the preferential expression of one variant (also called an allele) of a gene over another variant of the same gene, when both are present in the organism. Many disorders, such as Cystic Fibrosis and Sickle Cell Anemia, are recessive (the opposite of dominant). The disorder is manifested only in individuals that have two non-functioning copies of a gene. Organisms that have one non-functioning copy are called carriers and do not display any symptoms of the disease. However, if two carriers have mutual offspring, there is a 25% chance that the offspring will suffer from the disease. So, it may be of interest to screen populations to find carriers of prevalent diseases, as suggested by studies, such as [78, 79].

We are interested in sparse measurement structures as models for the design of pooling designs to screen for rare genetic variants [80, 81]. Many disorders (e.g, sickle-cell anemia [77]) are caused by changes in specific locations in the genome and can be detected by sequencing small parts of the genome. Since the prevalence rate of these alternate alleles is low, it is possible to pool together samples from many individuals and sequence the pools.
to reduce the number of tests required. The results from the pools are then used to detect carriers and affected individuals [80]. This is reminiscent of the group testing problem [4], except that the input alphabet is ternary (as opposed to binary in the group testing problem) and that the measurement function is a weighted sum (as opposed to a binary OR).

According to the Hardy Weinberg principle, both allele and genotype frequencies in a population remain constant (in equilibrium) from generation to generation [77]. This means that for most diseases there is a constant fraction of people who are carriers. This gives us the priors $P_V$ for our model, and is different from the conventional group testing problem, where some fixed number of inputs are active (as opposed to a fixed fraction). This leads to very different asymptotics. For constant fraction of positive inputs and non-zero noise level, perfect reconstruction may not be possible, unlike the claims of conventional group testing. In addition, a constant pool size $c$ will be the optimal even with growing number of inputs $n$ as long as the fraction of positives $p$ is fixed. Thus, sparse measurement structures are optimal, unlike the model assumed by conventional group testing. Our model is designed to account for these effects and this again highlights the applicability of the model we study, since we focus on sparse measurement structures with constant $c$.

Parallels have also been made between pooling for genetic screening and the problem of compressed sensing in [81]. However, inputs in the compressed sensing problem are continuous and the suitability of the pooling matrices for compressed sensing algorithms is hard to test. In addition, the peculiar noise model that arises in Next-Generation Sequencers (NGS) is hard to incorporate into the analysis and algorithms related to compressed sensing. Our model is a better match to the genetic screening applications since it allows for general measurements, over any discrete alphabet with arbitrary noise models.
2.2.3 Noise models for high throughput screening

In the applications of high throughput screening in Sections 2.2.1 and 2.2.2 it turns out that a similar noise model is applicable. We call this the reads noise model, and explain it with respect to a genetic screening application. In order to understand the basis for the noise model we explain the underlying physics of a genetic sequencer.

There are a few different commercially available Next-Generation Sequencing Technologies (NGSTs) [82]. These aim to sequence a subset of the DNA strands in the input sample. Consider a pool created by mixing the blood/DNA of $c$ individuals. Depending on the number of people who have the mutation, the fraction of mutant DNA samples in the pool can take $c + 1$ values $X \in \mathcal{X} = \{0, \frac{1}{c}, \ldots, \frac{c}{c}\}$.

Suppose that in a particular pool $x \in \mathcal{X}$ fraction of the mutated DNA sample is present with $1 - x$ fraction of normal DNA. The NGST device draws strands from this mixture to sequence. The output of each sequencing run is called a read. Suppose the sequencer takes $r$ reads. Then, the probability of each (noiseless) read being mutated is $x$. The probability that $y$ out of the $r$ reads are mutated is then,

$$P_{Y|X}(y|x) = \binom{r}{y} x^y (1 - x)^{r-y}$$

(2.2)

Here $y$ represents the number of output reads (out of a possible $r$ reads) that are mutant. The output alphabet $\mathcal{Y} = \{0, 1, \ldots, r\}$.

While the reads model accounts for the noise due to concentration effects we must also include the probability that a test may fail due to preparation error or detector error. In the screening application, this could happen because of imaging errors when the output of the fluorescence detector is analysed, noise in the detector, or errors with pooling machinery. We model this with a failure probability, $p_f$, by assuming that the output is uniform across
all possible values when a failure occurs, resulting in the following mixture noise model.

\[ P_{Y|X}(y|x) = (1 - p_f) \binom{r}{y} x^y (1 - x)^{r-y} + p_f \frac{1}{|Y|} \]  \hspace{1cm} (2.3)

where \( p_f \) is the test failure probability. In addition to the possible reduction in the number of tests, an added advantage for group testing is that the pools can be designed to be robust to failure noise.

We will see that for a fixed number of reads \( r \) and a given prior probability, there is an optimal pool size which is a constant \( c \). This further emphasises the need for sparse measurement structures. For example in the reads model, non-sparse measurement structures have rate \( R \to 0 \) as \( c \) grows. Thus, for applications with this kind of physical process underlying them, sparse pools are actually necessary.

### 2.3 Sensor Networks

Advances in technology have created sensor network applications with new sensing modalities and novel constraints. The application of the sparse measurement structures to sensor networks, as studied in this section, is motivated by the results of [15, 31, 83], who studied a ‘large scale’ detection problem. In these problems, each measurement \( Y^u \) is a noisy function of a subset of the environment. Since measurements correspond to physical sensors, such as sonar sensors [84] or thermal sensors [18], we have to model the spatial nature of these sensing modalities. By spatial, we mean that a sensor measurement is a function of locations that are close by or contiguous in a spatial sense. We will focus on algorithms for such contiguous measurements to complement the theory developed in [32].
2.3.1 Object detection using thermal sensors

We study object detection with thermal sensors, motivated by the problem of detecting people in collapsed buildings or in darkness, where pictures and video are not suitable [85]. In such situations, it may be possible to detect humans because of their thermal signatures [17]. However, in order to distinguish humans from other sources of heat, such as fires or small animals, we must reconstruct the shape of the hot object given low-resolution thermal measurements. In this application scenario the robots and the sensors should be cheap and easily replaceable because it is possible that they could be destroyed during rescue operations. We are interested in how we can detect the shape of hot objects given the noisy, low-resolution output of cheap thermal sensors.

The IR temperature sensor modeled in our simulation and used in our experiments is the Melexis MLX90601KZA-BKA\(^2\). To motivate our sensor model, we briefly discuss the physics associated with this type of sensor. A common way to understand the radiation characteristics of an object is to model it as a black body. A black body is an object that absorbs and emits radiation in all wavelengths, and whose emission curves are completely determined by its temperature. The Stefan-Boltzmann law governs the total power per unit area radiated by a black body, \( J \), which is given by,

\[
J = \sigma T^4
\]

where \( \sigma \) is the Stefan-Boltzmann constant and \( T \) is the object temperature.

The distribution of radiation power emitted as a function of wavelength depends on its temperature. Objects at 400\(^\circ\)C emit visible radiation. Lower temperature objects emit more power over longer wavelengths. Hence, to measure the temperature of objects at lower temperatures, we have to use sensors that are sensitive to much longer wavelengths.

\(^2\) http://www.melexis.com
IR sensors respond to incident radiation in the IR spectrum, and hence can sense radiation from objects with lower temperatures. For example, the MLX90601KZA-BKA sensor is sensitive to temperatures from -40°C to +125°C.

The amount of energy that arrives at the sensor is a function of its field of view. In our simulation, we vary the sensor’s field of view. The sensor receives different fractions of energy based on the angle between the target and the centerline of the sensor’s field of view. An example of the amount of energy sensed as a function of incidence angle is shown in Figure 2.2 for a sensor with a field of view 26°. A target that is directly in front of the sensor generates a higher reading than a target at the same temperature not centered in the field of view. We model the sensor as a set of weights, one for each grid block in its field of view. The weights depend on the orientation of the sensor and the angle between its center and each grid block. The sensor weights are normalized, and are used to average the temperatures of the objects in the sensor’s field of view to produce a weighted average temperature $T_{av}$. Thus, the power reaching the IR sensor is proportional to $T_{av}^4$.

However, the sensor itself generates radiation. Assuming the sensor is at the ambient temperature of the environment $T_{am}$, the sensor emits radiation with power proportional to $T_{am}^4$. Therefore, we model the output signal of the sensor as proportional to $T_{av}^4 - T_{am}^4$. The sensor’s output is noisy, and to model this we corrupted the sensor model’s output with zero-mean Gaussian noise, whose variance is estimated from real sensor data.

We do not model effects such as diffusion of heat from the target to the environment and we assume that the targets are ideal Lambertian sources that radiate energy equally in all directions.

This can also be mapped to our general factor graph in Figure 2.1. Each grid location to be sensed can be either binary - corresponding to hot or ambient temperature - or different values corresponding to the temperature of other possible targets. The measurement func-
Figure 2.2: Fraction of energy received by sensor as a function of incidence angle.

(a) Thermal sensor  (b) An illustration of the sensor application. An IR temperature sensor senses a discrete temperature field. The sensor field of view is limited using an aperture. White grid blocks are at ambient temperature and black grid blocks are at a higher target temperature.

Figure 2.3: Detection with measurements : Thermal Sensor
tion is given by a combination of the thermal laws described above with the sensitivity of the sensor to incident energy at different angles of incidence as shown in Figure 2.2. This measurement function is a weighted sum of the inputs in the field of view. The noise is assumed to be Gaussian since it is mostly due to shot noise in the detector.

2.3.2 Mapping with sonar sensors

Another sensor network application where measurements have a contiguous nature arises in mapping applications. For example, in robotic mapping [86] a robot collects sensor measurements to construct a map of the environment. The robot for example, may have access to distance-to-obstacle measurements from a sonar sensor and we would like to use these measurements to map the surroundings of the robot, as shown in Figure 2.4(a). The environment can be modeled as a binary vector with 0 indicating no obstacle, and 1 indicating the presence of an obstacle. Each measurement gives us some (noisy) information about a subset of the environment. We detect the state of the environment by combining the information from these measurements.

This problem can also be mapped to our model from Figure 2.1. There are $k$ inputs, corresponding to the size of the area to be mapped, suitably discretized. The inputs are binary $\mathcal{V} = \{0, 1\}$, corresponding to a grid block being occupied or not. Larger alphabets are also possible if we want to distinguish occupied locations based on the reflectivity of the material. The measurement function $\Psi$ is the distance to the nearest occupied block in the cone of view of the sonar detector. Noise could occur due to unknown reflectivity of the surface or because of angled reflections failing to return to the sonar detector. See [87] for more details on the different parameters in the sonar noise model.
2.4 OTHER APPLICATIONS

We list a few other applications that use sparse measurement structures and map them to Figure 2.1, to further motivate our line of study.

- **Multi-user detection** [64] is the problem of decoding the transmissions of multiple users who are using a shared channel resource. In general, the channel can be modeled as a vector channel $H$, with $Y = HV + N$. In the case of binary CDMA the alphabet of the $V^j$ variables to be estimated is $\mathcal{V} = \{1, -1\}$. Each output $Y^n$ is then a linear function of the discrete $V^j$s. This falls into our framework when $H$ is row sparse, as is the case for sparsely spread CDMA [66]. Here, the output at each $Y^n$ is a linear function of only a few of the binary $V^j$s. The noise model $P_{Y|X}$ is usually assumed to be Gaussian, modeling the additive noise in the channel.

- **Luby Transform (LT) codes** [88] are low-density generator matrix (LDGM) codes that are universal and rate-less erasure codes. They are useful in many network cod-
ing applications. In an LT code, each encoding symbol chooses a degree $c$ from a degree distribution. It then chooses $c$ message bits as neighbors. The encoded symbol is then the XOR of the chosen bits. We map this into the model we study as follows. The discrete $V^i$s are the ‘message bits’ in the LT code and the function $\Psi$ is XOR. The noise model $P_{Y|X}$ is the erasure channel over which we use the LT codes. $\mathcal{Y}$ is a tertiary alphabet $\mathcal{Y} = \{0, 1, *\}$, with $*$ used for erasures.

- **Distributed sparse random projections** were suggested in [89] to store the information collected by a sensor network in a resilient and refinable manner. They suggested the use of sparse random projections to compress real valued information, using ideas from the theory of compressed sensing [19]. Sparse random projections have similarly been suggested for finding distances between pairs of points for database information retrieval by [90]. In the discrete case the data points correspond to inputs in a discrete alphabet $\mathcal{V}$ with linear (in the appropriate field) measurements with no noise and no allowed distortion (since we require perfect reconstruction). Our results may be useful when sparse ‘measurements’ are used and errors are introduced during storage or transmission, such as in the problem of joint source channel coding.
In the previous chapter we saw some applications of sparse measurement systems that serve to motivate a number of theoretical problems for study. The analysis of systems that have sparse dependencies arise in a number of other areas including statistical physics [91], artificial intelligence [51], coding theory [14,92] and optimization [93]. We will draw on ideas from these areas to study the fundamental limits of performance of sparse measurement systems.

Our information theoretic analysis characterizes asymptotic properties of the sparse measurement system as system size grows using ideas from coding theory, combinatorics and large deviations. We will use techniques developed for understanding the information capacity of channels to analyze the ‘Sensing Capacity’ of sparse measurement systems. We characterize how the performance of the sparse measurement system changes with the structure of the measurements, the noise model and the measurement function. We will also use information theoretic techniques to develop a converse. Showing how to handle the correlation between measurements, induced by the fact that they arise from a fixed sparse measurement structure and given measurement function, is the primary theoretical
3.1 Models

We recall the model we study and introduce the required notation. We then describe the key insight behind the information theoretic analysis in this thesis - the correspondence between sparse measurements and coding for noisy channels. This parallel draws on the work of [32]. We also emphasize some of the key obstacles to applying the conventional Shannon-theoretic analysis to sparse measurement structures, to convince the reader of both the novelty and generality of our results. Finally, we describe a few specializations of our results to different structures that model some of the specific applications we are interested in.

3.1.1 Basic Model Description

We now describe the general model we analyze. For the major part of this chapter we keep the measurement structure general so that the analysis holds for sparse regular measurement structures that model regular pooling designs or sparse ‘arbitrary’ measurements like those studied by [32]. We will later show how to specialize the results to various scenarios of interest.

Our general model can be represented using a factor graph [3] as in Figure 2.1. The factor graph is a bipartite graph with edges between two kinds of nodes. The nodes represented by a circle are variables and squares represent ‘factors’. A factor is a specific...
function of the variables it is connected to. The factor graph as a whole indicates how the
global function, or joint distribution, can be written as the product of factors.

We are interested in factor graphs that represent sparse measurement structures. Referring to Figure 2.1, the state of the input is modeled by \( k \) discrete random variables \( \mathbf{V} = [V^1, \ldots, V^k] \). Each position in the vector represents a discrete input at that ‘location’, which takes values in \( \mathcal{V} \). Each of the \( n \) measurements, \( Y^u \) for \( u \in \{1, \ldots, n\} \), is a function of \( c \) inputs \( Z^u = [V_l^{(u,1)}, \ldots, V_l^{(u,c)}] \in \mathcal{V}^c \), resulting in a measurement structure \( C_n \). We define the rate of the measurement system to be \( R = \frac{k}{n} \). We are interested in sparse measurement systems, by which we mean that \( c = \Theta(1) \).

To model \( Y^n \), we assume that the overall measurement function can be represented as a composition of functions. Each noiseless function value \( X^u \in \mathcal{X} \), which is a function \( X^u = \Psi(V_l^{(u,1)}, \ldots, V_l^{(u,c)}) \) computed by the measurement system. Each \( X^u \) is corrupted independently according to a probability mass function (p.m.f.) \( P_{Y|X}(y^u = y|X^u = x) \) resulting in the observed measurements \( Y \in \mathcal{Y}^n \). Thus, the factor graph of a sparse measurement structure represents the factorization of the joint distribution over the random variables \( \mathbf{V} \) and \( Y \) as

\[
P(\mathbf{v}, \mathbf{y}) = \prod_{i=1}^{k} P_{V^i}(v^i) \prod_{u=1}^{n} P_{Y|X}(y^u|\Psi(z^u))
\]  

(3.1)

Given the (noisy) measurements the central problem in sparse measurement systems is that of detection, that is, reconstructing the discrete inputs inputs \( \mathbf{v} \) given the measurements \( Y = \mathbf{y} \). We will use a decoder \( q : \mathcal{Y}^n \rightarrow \mathcal{Y}^k \) to obtain an estimate \( \mathbf{\hat{v}} \) of the input. One choice of decoder is the Maximum A-Posteriori (MAP) decoder, which finds an assignment to the hidden variables \( \mathbf{\hat{v}} \) that maximizes the conditional probability,

\[
\mathbf{\hat{v}} = q(\mathbf{y}) = \arg \max_{\mathbf{v}} p(\mathbf{v}|\mathbf{y})
\]  

(3.2)
A fundamental parameter of interest will be the distance or distortion between a particular input \( v \) and the reconstruction \( \hat{v} \). Perfect detection of the input may not be possible from sparse noisy measurements, even asymptotically. So, we define the tolerable distortion region around an input vector \( v_m \) as

\[
\mathcal{D}_{v_m} = \left\{ m' : \frac{1}{k} d_{GEN}(v_{m'}, v_m) < D \right\}
\]

(3.3)

for some distortion \( D \in [0, 1] \) where \( d_{GEN}(\cdot, \cdot) \) is a general additive distance function, such as the Hamming distance \( d_H \).

\[
d_H(v, \tilde{v}) = \sum_{i=1}^{k} 1_{v_i = \tilde{v}_i}
\]

(3.4)

The object of our interest is the probability that the output of the decoder is outside a tolerable distortion region of the true state of input. We can define the probability of decoding failure as,

\[
P_{e,m,c} = P(d_{GEN}(\hat{v}, v) > D)
\]

(3.5)

Motivated by applications, we define an error event for a given measurement structure \( C \) and true input \( V = v_m \) as the event \( \{ q(Y) \notin \mathcal{D}_{v_m} \} \), and the corresponding probability of error \( P_{e,m,C} \). We further define \( P_{e,C} \) to be \( P_{e,m,C} \) averaged across inputs \( m \). We say that a rate \( R \) is achievable if there exists a sequence of measurement structures \( C_n \), with \( P_{e,C_n} \to 0 \) as \( n \to \infty \) for fixed \( R \). Similar to [65], we define the sensing capacity \( C(D) \) at distortion \( D \) as \( \max_R R \) over achievable \( R \). By definition, a larger sensing capacity implies that we can detect the input using fewer measurements. We are interested in lower bounds on the sensing capacity, which are achievable rates for detection.
Table 3.1: Parallels between communicating over noisy channels and detection with noisy measurements

<table>
<thead>
<tr>
<th>Communication System</th>
<th>Measurement System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message ( m )</td>
<td>Input ( v_m )</td>
</tr>
<tr>
<td>Encoder</td>
<td>Measurement Structure</td>
</tr>
<tr>
<td>Codeword ( X )</td>
<td>Noiseless Measurements ( X )</td>
</tr>
<tr>
<td>Channel Noise ( P_{Y</td>
<td>X} )</td>
</tr>
<tr>
<td>Received Signal ( \hat{Y} )</td>
<td>Noisy Measurements ( \hat{Y} )</td>
</tr>
<tr>
<td>Decoder</td>
<td>Detector</td>
</tr>
<tr>
<td>Decoded Message ( \hat{m} )</td>
<td>Detected input ( \hat{v} )</td>
</tr>
<tr>
<td>Capacity ( \hat{m} )</td>
<td>Sensing Capacity ( \hat{v} )</td>
</tr>
</tbody>
</table>

### 3.1.2 Sparse Measurements and Communication Channels

Given a measurement system, we can represent the input, noisy measurements and the decoding process with an abstract generative model as shown in Figure 3.1(a). Similarly we illustrate the classical communication model from [29] in Figure 3.1(b). Once these two figures are placed side by side the parallels become clear, as described in [2, 32] for sensor networks and expressed in Table 3.1. We will use these terms interchangeably in this thesis, alternating between the communication view and the measurement view as appropriate.

Given these parallels, [32] studied how to extend Shannon’s seminal channel capacity results [29] to models of sensor networks. Rachlin et. al. [65] showed how measurement systems are fundamentally different from communication systems because the codewords
arising from measurements are correlated with each other. In order to overcome the limitations of measurement systems they introduce a notion of ‘Sensing Capacity’ that is non-zero in many situations of interest. They did this by allowing for error or distortion in the reconstruction. Recall that given a tolerable distortion $D$, we call a rate $R$ achievable if the sequence of sparse measurement system $C_n$, satisfies $P_{e,c} \to 0$ as $n \to \infty$. The sensing capacity is defined as $\max R$ over achievable $R$. The sensing capacity plays the same role for sparse measurement systems that channel capacity plays for communication systems.

The most important differences between channel coding and sparse measurements (also noted by [32]) that must be accounted for in our analysis are as follows,

- In a communication system, the codeword for a message can be an arbitrary function of the message because the system designer has complete control over the encoding process. On the other hand, a sparse measurement system is limited by the kinds of measurements available, and so, cannot implement arbitrary functions between the input and measurements, but only those transformations that respect physical constraints.

- The sparsity of the measurements means that each measurement can only be a function of a small, fixed subset of the inputs. This leads to the problem that similar inputs may not be distinguishable with arbitrarily small error probability using a sparse, noisy measurement system.

Thus, while the parallels to channel coding provide insights and analytical tools, these need to be modified to account for the above properties of sparse measurements.


3.1.3 Models of sparse measurement systems and their motivation

Borrowing from information theory, we plan to use the probabilistic method with an ensemble of sparse measurement structures. An ensemble is a distribution over possible measurement structures. We calculate the average probability of error, $P_{e,C_n}$, based on (3.5), over the measurement ensemble. Our use of the probabilistic method can be interpreted in two different ways:

- The use of ensembles is an analytical tool that allows us to apply the probabilistic method. We want to show the existence of a sequence of measurement structures $C_n$ such that $P_{e,C_n} \to 0$ as $n \to 0$.

- The measurement structures are actually the result of a random process (such as random deployment of sensors or random choice of pooling designs) and we are analyzing the average performance over randomly occurring measurement structures. We want to show that $P_e \to 0$ where $P_e = E_{C_n} P_{e,C_n}$.

The ensemble must be chosen carefully to reflect the physical reality by which the measurement structure arises. That is, the random deployment of physical sensors would result in a different measurement structure than in group testing designs chosen to ensure fairness. These constraints on the ensemble differentiate our work from communication theory where the system designer can choose any arbitrary ensemble, since he has complete control over the encoder. We describe three different ensembles motivated by the applications from Chapter 2.

3.1.3.1 The arbitrary connections ensemble

The first measurement structure, shown in Figure 2.1, is the arbitrary connections model motivated by [2] and studied in detail in [32]. This structure models sparse measurement
structures without spatial aspects, such as, the human olfactory system [94], chemical sensors/electronic noses [48] or LT Codes [88].

Since these models do not have any spatial constraints, each measurement can be a function of an arbitrary subset of the inputs. We do however impose (for now) a constraint that each measurement measures exactly $c$ inputs, though we will show how to relax this constraint later. In order to generate a random measurement structure from this ensemble, we assume that each measurement (or sensor) chooses $c$ locations to measure independently and uniformly at random, and then generates a function $\Psi$ of those locations. In such a random drawing, the distribution of each noiseless output $X^u$ for a measurement $u$ is i.i.d. conditioned on the occurrence of a fixed input. The motivation for this ensemble was to model the procedure of dropping sensors at random to create a sensor network.

This model was studied in some detail in [26, 32] where a lower bound on the capacity of this measurement structure was derived. We will improve that result by obtaining a tighter bound. One disadvantage of this ensemble is that because the sensors choose locations to measure independently, some inputs may be measured many times, while a constant fraction may not be measured at all. This leads to a substantial loss in performance, which is apparent even when the measurements are noiseless. We will next look at a sparse measurement structure that does not suffer from this shortcoming.

### 3.1.3.2 The sparse regular ensemble

The second model we study is motivated by parallels to coding theory, and is shown in Figure 3.1. This ensemble is motivated by the structure of LDPC codes [58]. It is also related to the configuration model in combinatorics and graph theory [95], and to the micro-canonical ensemble in the statistical physics literature [96].

In this ensemble not only is each measurement a function of $c$ inputs, but also every input is measured exactly $d$ times. A measurement structure is generated from this ensemble
as follows. We create $d \times k$ input sockets and $c \times n = d \times k$ output sockets. A measurement structure is generated by matching the input and output sockets with a random matching graph and connecting nodes corresponding to matched sockets. This results in (with some technicalities needed for multiple edges) a structure drawn uniformly from all $(c, d)$ regular bipartite graphs - which we call the sparse regular ensemble.

This model has a number of advantages over the arbitrary model in that all inputs are measured the same number of times, ensuring fair and complete coverage. This is especially important in medical applications like group testing for genetic screening or drug discovery as discussed in Chapter 2. Unfortunately in such a random drawing, the distribution of each noiseless output $X^u$ for a measurement $u$ is not independent of other measurements, even for a fixed input, complicating the analysis substantially. The generality of our analysis (which we claim as one of the major theoretical contributions of this thesis) allows us to analyze this ensemble despite the correlations.

3.1.3.3 The contiguous ensemble

The next structure we study is motivated by sensor network applications. This model was also studied in [32] as a way to account for the spatial nature of physical sensors. Real world sensors have a locality property, in that, they cannot measure arbitrary locations but
Figure 3.2: Factor graph of detecting variables from sparse measurements with $c = 3$, $k = 9$, $n = 4$. Rate $R = 2$ since the network extends further than illustrated. $f_i$ are measurement factors and $h_j$ factors correspond to prior information.

sense locations that are near each other in a spatial sense. In this model each measurement chooses a location uniformly from among all locations and then measures $c$ contiguous locations. This is illustrated in Figure 3.2.

Since this model was studied in detail in [32] we do not consider a capacity analysis of this measurement structure in this thesis. However, we will show how the analysis technique and the resulting expression for sensing capacity can be used to design algorithms for inference in such measurement systems in Chapter 4.

3.1.3.4 Decoders with mismatch and uncertainty

While the previous sub-sections described different measurement structures, in this thesis, we will also look at how using a different decoder can affect performance. This problem is motivated by our experiences with trying to use the theory and algorithms in real applications like thermal measurements [15] and group testing for drug discovery [1].

As described in Chapter 2, a major problem in real sensor networks and other physical applications is the lack of exact knowledge of system parameters. For example, in a thermal sensor network, the ambient temperature may drift. In a sonar or laser based mapping application, the reflectivity of the environment may change as the sensor is moved. In
applications such as group testing for drug discovery, the concentrations and re-activities of various substances may be unknown and may depend on changing ambient conditions. This leads to the problem of parameter uncertainty. In addition, even if these parameters are estimated during a calibration phase, they may not be estimated perfectly or may drift with time, leading to the problem of parameter mismatch.

We will show that these problems, parameter uncertainty and model mismatch, are fundamentally different and have different effects on the capacity of a measurement system. In addition our analysis will suggest new decoders which are useful in practice, as discussed in Chapter 4.

3.2 LOWER BOUNDS ON THE CAPACITY OF SPARSE MEASUREMENT SYSTEMS

In this thesis, we will analyze the fundamental information theoretic limits of the performance of sparse measurement systems. We will use random coding ideas [29] and Chernoff bounding techniques [97] developed in the information theory community, which are traditionally used to analyze codes over noisy channels. This is possible because of the parallels described in Section 3.1.2. Our analysis will be based on the probabilistic method [35], augmented with combinatorial calculations and large deviations theory [34].

3.2.1 The Probabilistic Method for sparse measurement ensembles

Following [32] and our own work in [21, 27] we will use a random measurement argument, paralleling Shannon’s random coding argument in his model of a communication system, to derive a lower bound on the capacity of sparse measurement systems. In Shannon’s proof of the capacity of channels, the codewords corresponding to the messages are drawn i.i.d. from a particular distribution, which is optimized to result in the highest
achievable rate. However, this is not a good model for our purposes, since we want to constrain the mappings \( V_m \rightarrow X_m \) to be only those mappings that can be implemented using a sparse measurement structure \( C_n \). Such mappings cause dependencies between the codewords \( X_m \) for different messages \( m \), and additionally, among the different measurements \( X_{m}^{u} \) of a codeword \( X_m \). To account for these dependencies we will use the method of types [98], motivated by the work of [32]. These dependencies differentiate our work from conventional applications of the random coding method.

Based on the above discussion, before we apply the probabilistic method to the analysis of sparse measurement systems, we must define an appropriate distribution (or ensemble) over sparse measurement structures. This is contrast to the distribution over codewords used in Shannon theory. In Section 3.1.3, we specified three different ensembles that are of practical interest. Rather than derive results separately for each ensemble, we will first derive a general result, and then show how the theorem holds, as long as the measurement ensembles satisfy a certain permutation invariance condition. Since all the three ensembles satisfy this condition we can specialize the theorem to these cases later. This general approach has the added benefit that it allows us to see how our final result depends on the chosen measurement ensemble, the noise model, prior information, measurement function and decoder.

### 3.2.2 Permutation invariance and the method of types

As indicated in the previous sub-section, we will apply Shannon’s probabilistic method while respecting the constraints imposed by measurement systems. In order to do this we will use the ensembles described in Section 3.1.3. We will now define an important property of these ensembles, permutation invariance, which allows our asymptotic analysis. Permutation invariance is a property of the distribution over measurements induced by a
ensemble, and so, we define these distributions below.

There are two distributions that will arise during our analysis that depend on the particular measurement ensemble. Before we define and characterize these distributions we need to define some concepts. Because of the symmetries introduced by the random generation of the measurement structure the macroscopic parameters we are interested in will depend on the ‘type’ of the input vector \( v \) [98]. The type of an input vector \( v \), \( \gamma = (\gamma^1, \ldots, \gamma^{|\mathcal{V}|}) \), is defined as the empirical p.m.f. of \( v \). The joint type of two input vectors \( v_m \) and \( v_{m'} \), \( \lambda = (\lambda^{11}, \ldots, \lambda^{|\mathcal{V}|^2}) \) is a p.m.f. of length \( |\mathcal{V}|^2 \) with \( \lambda^{ab} \) denoting the fraction of locations \( \{i : v^i_m = a, v^i_{m'} = b\} \). The type of \( z_m \) is \( \delta \), where \( \delta^e \) is the fraction of \( u \) such that \( z^u_m = e \), that is, the empirical p.m.f. of \( z_m \). Finally the joint type of \( z_m \) and \( z_{m'} \), \( \kappa = (\ldots, \kappa(e, f), \ldots) \) where \( e, f \in \mathcal{V}^c \) and \( \kappa(e, f) \) is the fraction of outputs \( \{u : z^u_m = e, z^u_{m'} = f\} \).

We illustrate these concepts with an example. Suppose \( k = 3 \) is the number of inputs, and consider the case where we take \( n = 3 \) measurements. Let \( \mathcal{V} = \{0, 1\} \) and \( m \) and \( m' \) be such that \( v_m = [0 \ 0 \ 1] \) and \( v_{m'} = [0 \ 1 \ 0] \). Measurement 1 measures locations 1 and 2, Measurement 2 measures locations 2 and 3 and Measurement 3 measures locations 3 and 1. Once the measurement structure is fixed we can define \( z_m = \begin{pmatrix} 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} \) and \( z_{m'} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} \). The type \( \delta \) of \( z_m \) would be \([1/3, 1/3, 1/3, 0]\) since there are no occurrences of 11 in \( z_m \). Similarly the joint type of \( z_m \) and \( z_{m'} \) is \( \kappa(00, 01) = 1/3, \kappa(01, 10) = 1/3, \kappa(10, 00) = 1/3 \) with all other entries being 0. Finally, suppose that each measurement computes a simple sum of its inputs. Then \( x_m = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \) and \( x_{m'} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \). \( Y \) would be the noisy version of the true \( x_m \), drawn from the noise model \( P_{Y|X} \).

Stated in terms of types, the first distribution that is important to us is \( P_m(z) \), which is the probability over the measurement ensemble of the vector \( Z_m = z \). The other distribution is \( P_{m,m'}(z, z') \), which is the probability that \( Z_m = z \) and \( Z_{m'} = z' \).
We define the ensemble to be input permutation invariant if \( P_m(z) = P_{\gamma}(z) \) depends only on the type \( \gamma \) of \( v_m, \forall v_m \) of type \( \gamma \) and if \( P_{m,m'}(z, z') = P_{\lambda}(z, z') \) depends only on the joint type \( \lambda \) of \( v_m \) and \( v_{m'}, \forall v_m, v_{m'} \) of joint type \( \lambda \).

We define the ensemble to be output permutation invariant as well, if \( P_{\gamma}(z) = P_{\gamma,\delta} \) depends only on the type \( \delta \) of \( z, \forall z \) of type \( \delta \), and \( P_{\lambda}(z, z') = P_{\lambda,\kappa} \) depends only on the joint type \( \kappa \) of \( z \) and \( z', \forall z, z' \) of joint type \( \kappa \).

Thus, input permutation invariance is a characteristic of an ensemble of measurement structures that ensures that changing the ordering of the inputs does not change any of the probability distributions that arise in our analysis. Similarly output permutation invariance states that changing the ordering of the measurements does not change the distributions.

We note that the arbitrary and sparse regular models are both input and output permutation invariant while the contiguous ensemble is output permutation invariant but not input permutation invariant. However, this can be accounted for by using the idea of \( \mathcal{C} \)-order types as was done in [32].

Our main theorem in the next section is a lower bound on the capacity of sparse measurement systems that depends on these distributions. The general theorem can then be specialized to a particular permutation invariant ensemble by computing the appropriate distributions.

### 3.2.3 Achievable rates for detection: A lower bound on the sensing capacity

We now answer a natural question that arises with sparse measurement systems - how many measurements are sufficient to guarantee that we can detect the random variables \( V \) to within a specified distortion \( D \)? i.e what is the sensing capacity \( C(D) \)? Rachlin [32] derived a lower bound on sensing capacity \( C_{LB}^{ML}(D) \) using Gallager’s [97] Chernoff bounding technique. However, [32] assumed that optimal ML or MAP decoders are used,
and furthermore, that all the problem model and parameters are known exactly. In addition [32] studied only the arbitrary connections and contiguous model but not the sparse regular ensemble. So, [32] could exploit the independence of $X^u$ for different $u$, for a given input $V = v_m$. We will show that this independence is not necessary for the analysis, but rather the more general permutation invariance condition described in the previous section suffices. We provide a simpler, yet more general derivation of $C_{LB}$, which allows us to go beyond the results in [32], by addressing some of these limitations. This allows us to extend the analysis to the sparse regular ensemble and also analyze a more general class of decoders.

We assume a decoder that maximizes some similarity score $s^C$ (which depends on the specific measurement structure $C$) between the received $Y$ and possible noiseless measurements $x_m$ for different $v_m$. Since there is a one-to-one correspondence between $m$ and $v_m$, we can write such a decoder as $g(Y) = \arg \max_m s^C(x_m, Y)$. For example, a Maximum Likelihood (ML) decoder has $s^C(x_m, Y) = p_{Y|X}(Y|x_m)$. However, the analysis also holds for decoders maximizing other possibly sub-optimal scores. We define

$$S^{\gamma}(D) = \{\lambda : \sum_a \sum_{b \neq a} \lambda_{ab} \}, \quad \sum_{b \in \mathcal{V}} \lambda_{ba} = \sum_{b \in \mathcal{V}} \lambda_{ab} = \gamma_a \forall a \in \mathcal{V} \tag{3.6}$$

as the set of joint types $\lambda$ corresponding to vectors $v_{m'}$ at distortion $D$ from a vector $v_m$ of type $\gamma$. $H(\bullet)$ is the entropy function.

We define a tilting function

$$f^{\lambda,w}(X_m, Y) = E_{X_{m'}, |X_m} \left( s^C(X_{m'}, Y) \right)^w \tag{3.7}$$

This is the expected value of the score for an incorrect input $v_{m'}$ which has a joint type $\lambda$ with the true input $v_m$. The form of this tilting function depends on the measurement structure and measurement function, and is different from the tilting function that arises in
3.2 Lower bounds on the capacity of sparse measurement systems

coding theoretic analyses. Intuitively, if this tilting metric is small compared to the value of \( s^C (x_m, Y) \) for the true input \( v_m \), then our decoder is unlikely to output a guess \( v_{m'} \) that has joint type \( \lambda \) with \( v_m \).

Our theorem then concerns the large deviations of \( Z_{n,w}^{\lambda,w} \)

\[
Z_{n}^{\lambda,w} = \frac{1}{n} \log \left( \frac{(s^C (X_m, Y))^w}{f_{\lambda,w} (X_m, Y)} \right)
\]

\( Z_{n,w}^{\lambda,w} \) is the ratio of these two quantities - the empirical score for the correct input and the expected score for incorrect inputs with joint type \( \lambda \). We define the log-moment generating function \( \Lambda_{n,w}^{\lambda,w} (s) \),

\[
\Lambda_{n,w}^{\lambda,w} (s) = \log E[e^{s Z_{n,w}^{\lambda,w}}]
\]

Given these definitions we can state our general theorem.

**Theorem 1** (Lower bound on sensing capacity of permutation invariant measurement ensembles) Suppose we use a decoder that maximizes \( s^C \). Further, suppose that the limit

\[
\Lambda_{n,w}^{\lambda,w} (s) = \lim_{n \to \infty} \frac{1}{n} \Lambda_{n,w}^{\lambda,w} (ns)
\]

exists, and

\[
\Lambda^{\lambda,w} (x) = \sup_s \left( sx - \Lambda_{n,w}^{\lambda,w} (s) \right)
\]

is the Fenchel-Legendre transform. If

\[
\mathcal{D}_{\Lambda^{\lambda,w}} = \{ s \in \mathcal{R} : \Lambda^{\lambda,w} (s) < \infty \}
\]

and the origin belongs to the interior of \( \mathcal{D}_{\Lambda^{\lambda,w}} \), then, there exists a sequence of sparse measurement structures \( C_n \), such that the average probability of error, \( P_{e,C_n} \to 0 \) as \( n \to \infty \), for fixed \( R \), as long as \( R < C_{LB}(D) \). Here \( C_{LB}(D) \) is a lower bound on sensing capacity for a given distortion \( D \), given by,

\[
C_{LB}(D) = \min_{\lambda \in S^\gamma(D)} \sup_{w \geq 0} \frac{\sup_{T(\lambda)} \{ T(\lambda) : \inf_{x \in (-\infty,T(\lambda))} \Lambda^{\lambda,w} (x) > 0 \}}{[H(\lambda) - H(\gamma)]}
\]
Proof: Let $S_m^\lambda$ be the set of inputs $v_{m'}$ at joint type $\lambda$ with $v_m$.

$$P_{e,m} = P \left( \bigcup_{m' \notin D_m} \left\{ s^C(X_{m'}, Y) > s^C(X_m, Y) \right\} \right)$$

(3.14)

$$= P \left( \bigcup_{\lambda \notin S^\gamma(D)} \bigcup_{m' \in S_m^\lambda} \left\{ s^C(X_{m'}, Y) > s^C(X_m, Y) \right\} \right)$$

(3.15)

We introduce $f_{\lambda,w}(X_m, Y)$, which is a $\lambda$ specific tilting function to be optimized later, and $w \geq 0$ is a parameter that can also be optimized.

$$\leq \sum_{\lambda \notin S^\gamma(D)} \sum_{m' \in S_m^\lambda} P \left( \frac{(s^C(X_{m'}, Y))^w}{f_{\lambda,w}(X_m, Y)} > \frac{(s^C(X_m, Y))^w}{f_{\lambda,w}(X_m, Y)} \right)$$

(3.16)

We define a ‘bad noise’ event using a $\lambda$ specific threshold $e^{nT(\lambda)}$

$$\mathcal{Y}_{b,\lambda} = \left\{ \frac{(s^C(X_m, Y))^w}{f_{\lambda,w}(X_m, Y)} < e^{nT(\lambda)} \right\}$$

(3.17)

We now union bound (3.16) over good and bad noise events. For the good noise condition we have reduced the problem to a tilted threshold test.

$$P_{e,m} \leq \sum_{\lambda \notin S^\gamma(D)} P(\mathcal{Y}_{b,\lambda}) + \sum_{\lambda \notin S^\gamma(D)} \sum_{m' \in S_m^\lambda} P \left( \frac{(s^C(X_{m'}, Y))^w}{f_{\lambda,w}(X_m, Y)} \geq e^{nT(\lambda)} \right)$$

(3.19)

Using results from [98], $|S^\gamma(D)| \leq n^{|V|^2}$ since there are only a polynomial number of joint types, and $|S_m^\lambda| \leq e^{nR[H(\lambda) - H(\gamma)]}$. Considering the second term in (3.19),

$$\text{Term 2} \leq n^{|V|^2} \max_{\lambda \notin S^\gamma(D)} \left[ e^{nR[H(\lambda) - H(\gamma)]} \right]$$

(3.20)
Applying Markov’s inequality,

\[
\leq n^{|V|^2} \max_{\lambda \notin S^\gamma(D)} e^{nR[H(\lambda) - H(\gamma)]} e^{-nT(\lambda)}
\]

(3.21)

\[
E_{X_m} E_{Y|X_m} E_{X_m'|X_m} \frac{(s^C(X_m', Y))}{f_{\lambda,w}(X_m, Y)} ^w
\]

We now choose the tilting function \( f_{\lambda,w}(X_m, Y) = E_{X_m} E_{Y|X_m} (s^C(X_m', Y)) ^w \) resulting in

\[
Term 2 \leq n^{|V|^2} \max_{\lambda \notin S^\gamma(D)} e^{-n[T(\lambda) - R[H(\lambda) - H(\gamma)]]}
\]

(3.22)

If the measurement ensembles are input permutation invariant, as discussed in Section 3.2.2, the distributions only depend on the type \( \gamma \) of \( v_m \), and the pairwise joint types \( \lambda \) of \( v_m \) and \( v_{m'} \). This probability goes to zero if \( R < \min_{\lambda \notin S^\gamma(D)} \frac{T(\lambda)}{H(\lambda) - H(\gamma)} \).

For the first term in (3.19), we have

\[
Term 1 \leq n^{|V|^2} \min_{\lambda \notin S^\gamma(D)} P(Z_{n}^{\lambda,w} < T(\lambda))
\]

(3.23)

where we used the definition of \( Z_{n}^{\lambda,w} \) and its log-m.g.f \( \Lambda_{n}^{\lambda,w}(s) \),

\[
Z_{n}^{\lambda,w} = \frac{1}{n} \log \left( \frac{(s^C(X_m, Y))}{f_{\lambda,w}(X_m, Y)} ^w \right), \Lambda_{n}^{\lambda,w}(s) = \log E[e^{sZ_{n}^{\lambda,w}}]
\]

(3.24)

Suppose the limit \( \Lambda^{\lambda,w}(s) = \lim_{n \to \infty} \frac{1}{n} \Lambda_{n}^{\lambda,w}(n,s) \) exists, and \( \Lambda^{*\lambda,w}(x) = \sup_s \left( s x - \Lambda^{\lambda,w}(s) \right) \) is the Fenchel-Legendre transform. Define \( \mathcal{D}_{\Lambda^{\lambda,w}} = \{ s \in \mathcal{R} : \Lambda^{\lambda,w}(s) < \infty \} \), and suppose the the origin belongs to the interior of \( \mathcal{D}_{\Lambda^{\lambda,w}} \), then, according to the Gartner-Ellis theorem [34], the probability in (3.23) goes to 0 with exponent \( -\inf_{x \in (-\infty,T(\lambda))} \Lambda^{*\lambda,w}(x) \).

If this exponent is positive, then Term 2 in (3.19) also goes to 0 as \( n \to \infty \). Suppose that inputs are generated independently at random with p.m.f. \( \gamma = p_{V}(v = V) \). The average
probability of error, \( P_e \)

\[
P_e = E_C P_{e,C} = \sum_{m=1}^{2^n R} P_V(V = v_m) E_C P_{e,m,C}
\]

\[
= \sum_{m=1}^{2^n R} P_V(V = v_m) P_{e,m}
\]  \( (3.25) \)

We divide the inputs \( v_m \) based on their types \( \gamma' \). There are \( e^{nR_H(\gamma')} \) target vectors of each type \( \gamma' \). According to (3.22) the error rate for an input \( m \) is only a function of its type \( \gamma' \), which we denote by \( P_{e,m} = P_{e,\gamma'} \).

\[
P_e = \sum_{\gamma'} e^{nR(\gamma')} P(\text{v of type } \gamma') P_{e,\gamma'}
\]

\[
= \sum_{\gamma'} e^{nR(\gamma')} e^{-nR(H(\gamma') + D(\gamma || \gamma'))} P_{e,\gamma'}
\]  \( (3.26) \)

where \( \gamma \) is the type corresponding to the true distribution \( P_V \). In the above sum, in terms for which \( \gamma' \neq \gamma \), the \( e^{-n(D(\gamma || \gamma'))} \), causes their contribution to go to zero as \( n \to \infty \), using the fact that there only a polynomial number of types [98]. And so, if the \( P_{e,\gamma} \) (for typical environments \( m \) of type \( \gamma \)) goes to zero exponentially, then \( P_e \to 0 \). The condition for this to happen was stated after (3.24). If this condition is satisfied, the average probability of error across measurement structures goes to zero, and there exists a sequence of structures \( C_n \) for which the error rate goes to zero. This completes the proof. \( \square \)

### 3.2.4 Interpreting the proof of the main theorem

The theorem states that if we have a sufficient number of measurements then there exists an appropriate measurement structure and a decoder using the score \( s^{C_n} \) that can guarantee detection to within a distortion \( D \) with vanishingly small probability of error. *The generality of this theorem is one the primary theoretical contributions of this thesis.* In the next section we specialize this result to different measurement ensembles and decoders.
Some discussion of the intuition behind this result may be helpful. The original large scale detection problem is a hypothesis testing problem with an exponential number of competing hypotheses. Using a union bound, we group the competing hypotheses into a polynomial number of joint types, with $e^{nR[H(\lambda)-H(\gamma)]}$ hypotheses for each joint type $\lambda$. Each hypothesis test is solved using a threshold of the form $e^{nT(\lambda)}$. See (3.18). The error exponent for each joint type is a function of the largest threshold that still allows detection, for that joint type. We union bound over all the hypotheses with a particular joint type, each of which has the same probability of error. The probability of error is the same because of the permutation invariance of the measurement ensemble. The average probability of error is bounded by the worst exponent, which can be interpreted as the most confusable joint type $\lambda$. We now give the intuition behind different parts of the proof.

**Equations (3.14) to (3.16)**: We use the random measurement argument outlined in Section 3.2.1. We bound $P_{e,m}$, which is the expected probability of error over the random sensor networks. To do this we wish to follow the classical union bound arguments, where we union bound over all incorrect messages, as in the channel capacity proof [97]. However, because of the non-i.i.d. nature of the codewords (as explained in Section 3.2.1) we first split the union bound based on the type of the incorrect environments as suggested in [32].

**Equations (3.18) to (3.24)**: We split the error events based on two sources of error - i) the noise is so large that the measurements $Y$ are not similar to the noiseless measurements $X_m$ corresponding to the true input $v_m$ (a ‘bad noise’ event) and ii) we draw a measurement network in which the $X_m'$ corresponding to a different $v_{m'}$ is similar to $Y$. The conditions under which the probability of both these events goes to zero as $n \to \infty$ is our main large deviation result.

**Equations (3.25) to (3.26)**: We complete the proof by showing that if we can guarantee
that the average error probability for ‘typical’ inputs goes to zero exponentially fast in $n$, (using the large deviation result), then the average error probability across all environments goes to zero.

3.3 Specializing the General Theorem

We now show how to calculate lower bounds on the capacity of specific sparse measurement structures by specializing Theorem 1 to various cases of interest. The large deviations exponent calculations involve some combinatorics and analysis that is structure specific. Comparing the final results allows us to understand the effect of measurement structure on the performance of sparse measurement systems.

3.3.1 The Sparse Regular Ensemble

The sparse regular ensemble is useful in the modeling of group testing designs that find application in biological screening and drug discovery. The primary advantage of this structure, in applications, is coverage fairness, since each input is measured the same number of times. Another advantage is the control over the pool sizes $c$, which can be optimized in system design as outlined in Chapter 5.

We recall the two important distributions that are ensemble specific. Stated in terms of types, the first distribution that is important to us is $P_m(z)$, which is the probability (over the measurement ensemble) that $Z_m = z$. The other distribution is $P_{m,m'}(z, z')$, which is the probability that $Z_m = z$ and $Z_{m'} = z'$. Using the input and output permutation symmetries from Section 3.2.2 (both of which apply to the sparse regular ensemble) and some combinatorics, $P_m(z) = P^\gamma(z) = P^\gamma, \forall v_m$ of type $\gamma$ and $z$ of type $\delta$. Also, $P_{m,m'}(z, z') = P^\lambda(z, z') = P^\lambda, \forall v_m, v_{m'}$ with joint type $\lambda$ and $z$ and $z'$ of joint type $\kappa$.

For the above probability distributions to be defined, $\delta$ has to be consistent with $\gamma$ and
κ has to be consistent with λ, as defined below.

\[
P_m(z) = P_{\gamma, \delta} = \begin{cases} 
2^{-ncH(\gamma)} & \text{if } \sum_{e \in \mathcal{V}} \frac{[i:e=a]}{c} \delta(e) = \gamma^a, \ \forall \ a \in \mathcal{V} \\
0 & \text{otherwise}
\end{cases} \tag{3.27}
\]

\[
P_{m,m'}(z, z') = P^{\lambda, \kappa} = \begin{cases} 
2^{-ncH(\lambda)} & \text{if } \sum_{e,f \in \mathcal{V}} \frac{[i:e=a, f'=b]}{c} \kappa(e, f) = \lambda^{ab}, \ \forall \ a, b \in \mathcal{V} \\
0 & \text{otherwise}
\end{cases} \tag{3.28}
\]

Using these expressions we obtain Corollary 2.

**Corollary 2** (Lower bound on sensing capacity of sparse regular measurements) There exists a sequence of sparse, regular measurement structures \( C_n \), such that the average probability of error, \( P_{e,C_n} \to 0 \) as \( n \to \infty \), with ML decoding, for fixed \( R \), as long as \( R < C_{\text{LB}}^{\text{REG}}(D) \), where

\[
C_{\text{LB}}^{\text{REG}}(D) \leq \inf_{\lambda \in S^T(D)} \inf_{\kappa \text{ consistent with } \lambda} \frac{-H(Y|Z) + cH(\lambda)}{H(\lambda) - H(\gamma)} + \frac{-H(\kappa) - \sum_{a,b,o} \kappa(a, b) P_{Y|Z}(o|a) \log P_{Y|Z}(o|b)}{H(\lambda) - H(\gamma)} \tag{3.29}
\]

**Proof:** We now specialize Theorem 1 to the special case of sparse regular ensembles and give the distributions described in Section 3.3.1. In order to do we need to characterize the large deviations using the threshold \( T(\lambda) \). We use \( T \) for the optimal threshold.

\[
T = \sup_{T(\lambda)} \left\{ T(\lambda) : \inf_{x \in (-\infty, T(\lambda))] \Lambda^{x, \lambda}(x) > 0 \right\} \tag{3.30}
\]

The condition can be rewritten as,

\[
T = \sup_{T(\lambda)} \left\{ T(\lambda) : \inf_{x \in (-\infty, T(\lambda))] \left[ \sup_s (sx - \Lambda^{x, \lambda}_s(s)) \right] > 0 \right\} \tag{3.31}
\]

Since \( (sx - \Lambda^{x, \lambda}_s(s)) \) is convex in \( x \) and concave in \( s \), we can interchange the \( \sup \) and the
\[ T = \sup_{T(\lambda)} \left\{ T(\lambda) : \sup_{s \in (-\infty, T(\lambda))] \left[ \inf_x (sx - \Lambda_{\lambda,w}(s)) \right] > 0 \right\} \]  

(3.32)

For any \( s > 0 \) the infimizing \( x \) will be \(-\infty\) and \( T = -\infty \). So \( s \leq 0 \). If \( s \leq 0 \), because the term is linear in \( x \), the infimizing \( x \) will be \( T(\lambda) \).

\[ T = \sup_{T(\lambda)} \left\{ T(\lambda) : \sup_{s \leq 0} \left( sT(\lambda) - \Lambda_{\lambda,w}(s) \right) > 0 \right\} \]  

(3.33)

The supremizing \( T(\lambda) \) attains equality above. This supremizing value is \( T \) and satisfies

\[ (s^*T - \Lambda_{\lambda,w}(s^*)) = 0 \]  

(3.34)

where \( s^* \) is the supremizing \( s \). This can be rewritten as

\[ T = \sup_{s \leq 0} \frac{\Lambda_{\lambda,w}(s)}{s} \]  

(3.35)

We can lower bound by choosing a particular value of \( s \). We choose \( \lim_{s \uparrow 0} \).

\[ T \geq \lim_{s \uparrow 0} \frac{\Lambda_{\lambda,w}(s)}{s} \]  

(3.36)

We define \( \xi \) as the empirical joint type of \( Z_m \) and \( Y \). This is defined to be consistent with \( \delta \) as follows,

\[ \sum_{o \in \mathcal{Y}} \xi(a, o) = \delta(a) \forall a \in \mathcal{V}^c \]  

(3.37)

We return to (3.36). We do not optimize over \( w \) setting it to 1. We now replace the calculated distributions from (3.27) and (3.28).

\[ T \geq \lim_{s \uparrow 0} \lim_{n \to \infty} \frac{1}{n} \log \left[ \sum_{\xi} 2^{nH(\xi)} 2^{-n\epsilon_{H}(\gamma)} 2^n \sum_{a,o} \xi(a, o) \log P_{Y|Z}(o|a) \right] \]

\[ \left( \sum_{\kappa} 2^{nH(\kappa)} 2^{-n\epsilon_{H}(\delta)} 2^{-n\epsilon_{H}(\lambda_{\gamma})} 2^n \sum_{b,o} \rho(b, o) \log P_{Y|Z}(o|b) 2^{-n} \sum_{a,o} \xi(a, o) \log P_{Y|Z}(o|a) \right)^{-s} \]  

(3.38)

(3.39)
where \( \rho(b, o) = \sum_a \kappa(a, b) \xi(a, o) \), is the empirical p.m.f. between \( Z_m \) and \( Y \). Let \( \xi^* \) be the \( \xi \) that \textit{supremizes} over \( \xi \) the term in the summation. Let \( \delta^* \) be the corresponding type for \( Z_m \). Then, replacing the \( \sum_\xi \) by a larger term (since we are dividing by \( s \) which is negative) we continue with the bound,

\[
T \geq \lim_{s \uparrow 0} \lim_{n \to \infty} \frac{1}{n} \log \left[ (n + 1)^{|V|^c |Y|} 2^{nH(\xi^*)} 2^{-ncH(\gamma)} 2^n \sum_a \xi^*(a, o) \log P_{Y|Z}(o|a) \right] \quad (3.40)
\]

\[
\left( \sum_\kappa 2^{nH(\kappa)} 2^{-nH(\delta^*)} 2^{-ncH(\lambda)} 2^{ncH(\gamma)} 2^n \sum_b \rho(b, o) \log P_{Y|Z}(o|b) 2^{-n} \sum_a \xi^*(a, o) \log P_{Y|Z}(o|a) \right)^{-s} \]

\[
(3.41)
\]

Splitting the log term into two separate terms we get,

\[
T \geq \lim_{s \uparrow 0} \lim_{n \to \infty} \frac{1}{n} \log \left[ \frac{|Y|^c |Y| \log(n)}{n} + \frac{1}{s} \left[ H(\xi^*) - cH(\gamma) + \sum_a \xi^*(a, o) \log P_{Y|Z}(o|a) \right] \right]
- \frac{1}{n} \log \left( \sum_\kappa 2^{n[H(\kappa) - H(\delta^*) - cH(\lambda) + cH(\gamma)]} 2^n \sum_b \rho(b, o) \log P_{Y|Z}(o|b) 2^{-n} \sum_a \xi^*(a, o) \log P_{Y|Z}(o|a) \right) \quad (3.42)
\]

We see that unless \( [H(\xi^*) - cH(\gamma) + \sum_a \xi^*(a, o) \log P_{Y|Z}(o|a)] \geq 0 \), the first term goes to \( \infty \) as \( s \uparrow 0 \). There is only one choice of \( \xi \) that achieves this, and that must be the supremizing \( \xi^* \). This means that \( \xi^* = [\gamma^c \times P_{Y|Z}] = [\gamma \times \gamma \times \ldots \times \gamma \times P_{Y|Z}] \). The corresponding \( \delta^* = [\gamma \times \gamma \times \ldots \times \gamma] \).

Then in the second term, \( 2^{nH(\delta^*)} \) equals \( 2^{ncH(\gamma)} \). Choosing a supremizing \( \kappa^* \) and the fact that there are only a polynomial number of joint types \( \kappa \), gives something larger than the sum - now required because of the ‘−’ sign before the log. \( \kappa^* \) is,

\[
\kappa^* = \arg \sup_{\kappa} H(\kappa) + \sum_{b, o} \rho(b, o) \log P_{Y|Z}(o|b) \quad (3.43)
\]
Replacing the supremizing $\kappa^*$ from (3.43) in (3.42)

\[
T \geq \lim_{s \uparrow 0} \lim_{n \to \infty} \frac{1}{s} |\mathcal{Y}| \frac{\log(n)}{n} - \frac{1}{n} \left( |\mathcal{Y}|^2 \log(n + 1) + nH(\kappa^*) - ncH(\lambda) + n \sum_{b,o} \left[ \rho^*(b, o) - \xi^*(b, o) \right] \log P_{Y|Z}(o|b) \right)
\]

(3.44)

where $\rho^*(b, o) = \sum_a \kappa^*(a, b) \frac{\xi(a, o)}{\sigma^2(a)}$.

\[
T \geq \lim_{s \uparrow 0} \lim_{n \to \infty} \frac{1}{s} |\mathcal{Y}| \frac{\log(n)}{n} + \frac{|\mathcal{Y}|^2c}{n} - \left( H(\kappa^*) - cH(\lambda) + \sum_{b,o} \left[ \rho^*(b, o) - \xi^*(b, o) \right] \log P_{Y|Z}(o|b) \right)
\]

(3.46)

Taking $\lim_{n \to \infty}$ the first two terms go to zero.

\[
T \geq -H(Y|Z) + cH(\lambda) - H(\kappa^*) - \sum_{b,o} \rho^*(b, o) \log P_{Y|Z}(o|b)
\]

(3.47)

where

\[
\kappa^* = \arg \sup_{\kappa} H(\kappa) + \sum_{b,o} \rho^*(b, o) \log P_{Y|Z}(o|b)
\]

(3.48)

Replacing this value of $\kappa^*$ in (3.47) gives us the large deviation threshold that is the numerator of (3.13) in Theorem 1. Replacing this value of $T$ in (3.13) gives us our result.

\[\square\]

### 3.3.2 The arbitrary connections ensemble

Moving on to the arbitrary connections model, we first consider the situation where all the measurement functions are identical and $c$ is constant. Each measurement is a function of a subset of $c$ locations as described in Section 3.1.3.1. We assume a Maximum Likelihood (ML) decoder that maximizes $s^c(x_m, Y) = P_{Y|X}(Y|x_m)$.

**Corollary 3** ([32] ML decoding) *There exists a sequence of sparse measurement structures $\mathcal{C}_n$, such that the average probability of error, $P_{e,\mathcal{C}_n} \to 0$ as $n \to \infty$, with ML*
decoding, for fixed $R$, as long as $R < C_{LB}^{ML}(D)$, where

$$C_{LB}^{ML}(D) = \min_{\lambda \in S^\gamma(D)} \sup_{w \geq 0} \frac{\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P^\gamma(x) P_{Y|X}(y|x) \log \left( \frac{(P_{Y|X}(y|x))^w}{Q_{\lambda,w}(y|x)} \right)}{[H(\lambda) - H(\gamma)]}$$  \hfill (3.49)

**Proof:** We define the various terms that occur in Theorem 1:

$$s^C(m, Y) = \prod_{u=1}^n P_{Y|X}(Y^u | x_m^u)$$  \hfill (3.50)

$$Q^{\lambda,w}(y|x) = \sum_{x' \in \mathcal{X}} P^{\lambda}(X' = x'|X = x) \left( P_{Y|X}(Y = y|x = x') \right)^w$$  \hfill (3.51)

$$f^{\lambda,w}(X, Y) = \prod_{u=1}^n Q^{\lambda,w}(Y^u | X_m^u)$$  \hfill (3.52)

$$Z^{\lambda}_n = \frac{1}{n} \sum_{u=1}^n \log \left( \frac{(P_{Y|X}(Y^u | X_m^u))^w}{Q^{\lambda,w}(Y^u | X_m^u)} \right)$$  \hfill (3.53)

Each of the terms in $Z^{\lambda}_n, Z^u = \log \left( \frac{(P_{Y|X}(Y^u | X_m^u))^w}{Q^{\lambda,w}(Y^u | X_m^u)} \right)$ are i.i.d. Thus, we are seeking a large deviations result for the average of i.i.d terms and we can use Cramer’s theorem [34]. Hence, the condition in Theorem 1 is met and $\Lambda^{\lambda,w}(s) = \log E[e^{sZ^1}]$. Now, if $x < E(Z^1)$, then $\Lambda^{s,\lambda}(x) \geq 0$. So the resulting condition is that $T(\lambda) \leq E \left( \log \left( \frac{(P_{Y|X}(Y^u | X_m^u))^w}{Q^{\lambda,w}(Y^u | X_m^u)} \right) \right)$.

Using this threshold gives us the result. \hfill $\blacksquare$

We consider bounds on (3.49). Rather than optimizing over $w$ if we set $w = 1$

$$C_{LB}(D) = \min_{\lambda \in S^\gamma(D)} \frac{\mathcal{D}(P_{Y|X} || Q^{\lambda})}{[H(\lambda) - H(\gamma)]}$$  \hfill (3.54)

where $\mathcal{D}(p || q)$ is the KL-divergence [97] between two distributions $p$ and $q$. Our bound in (3.49) is tighter than the bound (3.54) which was derived in [32].

For a further specialization of the theorem we assume the ideal coding case, where the codewords $X$ are actually i.i.d. Then the KL-divergence becomes a mutual information
\( I(X; Y) \), independent of the joint type \( \lambda \), resulting in

\[
C_{LB} = I(X; Y) \quad \forall \quad D < \min_{a \in \mathcal{V}} \gamma^a
\]  

which is Shannon’s expression for channel capacity \([97]\). Thus, the sensing capacity in Theorem 1 and in \([32]\) can be considered generalizations of the channel capacity.

Before we continue we introduce a mapping that will be useful in generalizing some of our results. This mapping illustrates how we can combine the measurement function and the noise model into a single distribution. Suppose we have a measurement function \( \Psi \) and a noise model \( P_{Y|X} \). We define a single vector output measurement function

\[
\Psi^G \left( v^{(1)}, \ldots, v^{(c)} \right) = Z \text{ which has an output alphabet } Z = \mathcal{V}^c.
\]

We can then define

\[
P^G_{Y|Z} (Y = y|Z = z) = P_{Y|X}(y|\Psi^I(Z))
\]  

(3.56)

to be the noise model for this measurement \( \Psi^G \). The noise model \( P_{Y|Z} \) with measurement \( \Psi \) is equivalent to the noise model \( P^G_{Y|Z} \) with measurement \( \Psi^G \).

### 3.3.3 Model mismatch at the decoder in the arbitrary ensemble

The next specialization we consider is the case where there is mismatch of the decoder to system parameters which was described in Section 3.1.3.4. We consider the arbitrary ensemble. Each measurement is a function of a subset of \( c \) locations. However, instead of the true noise model \( P_{Y|X} \), the decoder uses a similarity score

\[
s^C (x, y) = \prod_{i=1}^{n} s(x^i, y^i).
\]

For example, if the noise model is mis-calibrated, then \( s(x, y) = \tilde{P}_{Y|X}(y|x) \). We run a decoder using this score. The decoder returns the index \( m \) of the input \( v_m \) that maximizes

\[
s^C (x, yY) = \prod_{u=1}^{n} s (x^u_m, Y^u).
\]

**Corollary 4** (Decoding with a mismatched score) There exists a sequence of sparse measurement structures \( C_n \), such that the average probability of error, \( P_{e,C_n} \rightarrow 0 \) as \( n \rightarrow \infty \), with mismatched decoding using a score \( s (x_m, Y) \), for fixed \( R \), as long as \( R < C_{LB}^{MIS}(D) \),
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where

\[ C_{LB}^{MIS}(D) = \min_{\lambda \notin S^\gamma(D)} \sup_{w \geq 0} \sum_{x \in X} \sum_{y \in Y} \frac{P^{x}(x) P^{Y|x}(y|x) \log \left( \frac{s^{w}(x,y)}{Q^{\lambda,w}_{d}(y|x)} \right)}{[H(\lambda) - H(\gamma)]} \]  

(3.57)

Proof: In this case we define,

\[ s^{C}(x_{m}, Y) = s(x_{m}, Y) = \prod_{u=1}^{n} d(x_{m,u}, Y_{u}) \]

\[ Q^{\lambda,w}_{d}(y|x) = \sum_{x' \in X} P^{\lambda}(X' = x'|X = x) s^{w}(x', y) \]

\[ f^{\lambda,w}(X_{m}, Y) = \prod_{u=1}^{n} Q^{\lambda,w}_{d}(Y_{u}|X_{m,u}) \]

\[ Z^{\lambda}_{n} = \frac{1}{n} \sum_{u=1}^{n} \log \left( \frac{(s(X_{m,u}, Y_{u}))^{w}}{Q^{\lambda,w}_{d}(Y_{u}|X_{m,u})} \right) \]  

(3.58)

Since \( Z^{\lambda}_{n} \) is again an average of i.i.d terms, and so we now apply Cramer’s theorem [34] to calculate the large derivation threshold, which gives us the result.

The Csiszar-Korner-Hui bound [99] in coding theory provides a bound on achievable rates for communicating over noisy channels with mismatched decoder. Equation (3.57) is the equivalent of this bound modified to account for the correlations between codewords \( X \) that is inherent in sparse measurement systems. The bound in (3.57) is smaller than the sensing capacity \( C_{LB}^{ML}(D) \) in (3.49), indicating that we require more measurements to compensate for model mismatch. However, the bound shows that we can, in fact, still guarantee arbitrarily small probability of error \( P_{e,C_n} \) as long as a sufficient number of measurements are available. This is an interesting fact that can be exploited in sensing applications of interest - take more measurements than required to make the system robust to mismatch at the decoder. We mention that using the mapping in (3.56), we can also analyze the case where the measurement function \( \Psi \) is mis-calibrated. The bound can also be extended to the sparse regular model.
3.3.4 Parameter uncertainty at the decoder in the arbitrary ensemble

The next scenario we study is the case where we have parameter uncertainty.

**Corollary 5** (ML decoding with parameter uncertainty) Suppose that the decoder does not know the true measurement noise model \( P_{Y|X} \), but only that it belongs to a finite set \( \{ P_{\theta} \} \), indexed by \( \theta \in \Theta \). Then, there exists a sequence of sparse measurement structures \( \mathcal{C}_n \), such that the average probability of error, \( \bar{P}_{e,c_n} \to 0 \) as \( n \to \infty \), for fixed \( R \), as long as \( R < C_{LB}^{UN} (D) \) where \( C_{LB}^{UN} (D) \) is a lower bound on sensing capacity with uncertainty given by,

\[
C_{LB}^{UN} (D) = \min_{\lambda \in \mathcal{S}(D)} \min_{\theta \in \Theta} E^\theta \left( \frac{\log \left( \frac{P_{Y|X}^\theta (Y|X)}{Q_{\bar{\theta}}^\theta (Y|X)} \right)}{H(\lambda) - H(\gamma)} \right) \quad (3.59)
\]

**Proof**: We choose a decoder that maximizes the following score.

\[
s^C (x_i, Y) = \frac{1}{|\Theta|} \sum_{\theta \in \Theta} P_{\theta} (Y|x_i) = \frac{1}{|\Theta|} \sum_{\theta \in \Theta} \prod_{u=1}^{n} P_{\theta} (Y_u|x_i) \quad (3.60)
\]

This results in,

\[
f^\lambda (X_i, Y) = \frac{1}{|\Theta|} \sum_{\theta \in \Theta} \prod_{u=1}^{n} Q_{\theta}^\lambda (Y_u|X_i) \quad (3.61)
\]

\[
Z_n^\lambda = \frac{1}{n} \log \left( \frac{\sum_{\theta \in \Theta} \prod_{u=1}^{n} P_{\theta} (Y_u|X_i)}{\sum_{\theta' \in \Theta} \prod_{u=1}^{n} Q_{\theta'}^\lambda (Y_u|X_i)} \right) \quad (3.62)
\]

This is not the average of i.i.d. terms, and so, we use a bounding procedure to simplify the expression. Let \( \theta_i \) be the true \( \theta \) that actually occurred.

\[
Z_n^\lambda \geq \frac{1}{n} \log \left( \frac{\prod_{u=1}^{n} P_{\theta_i} (Y_u|X_i)}{\sum_{\theta' \in \Theta} \prod_{u=1}^{n} Q_{\theta'}^\lambda (Y_u|X_i)} \right) \quad (3.63)
\]

\[
\geq \frac{1}{n} \log \left( \frac{\prod_{u=1}^{n} P_{\theta_i} (Y_u|X_i)}{|\Theta| \max_{\theta'} \prod_{u=1}^{n} Q_{\theta'}^\lambda (Y_u|X_i)} \right) \quad (3.64)
\]

\[
\geq - \frac{\log (|\Theta|)}{n} + \min_{\theta' \in \Theta} \frac{1}{n} \sum_{u=1}^{n} \log \left( \frac{P_{\theta_i} (Y_u|X_i)}{Q_{\theta'}^\lambda (Y_u|X_i)} \right) \quad (3.65)
\]

\[
\geq - \epsilon + \min_{\theta' \in \Theta} S_n^{\lambda, \theta_i, \theta'} \quad (3.66)
\]

The last inequality is true for any \( \epsilon \) for \( n \) large enough. Each term in \( S_n^{\lambda, \theta_i, \theta'} \) is i.i.d as before. Since \( Z_n^\lambda \geq \min_{\theta' \in \Theta} S_n^{\lambda, \theta_i, \theta'} - \epsilon \), \( P (Z_n^\lambda < T (\lambda)) \leq P \left( \min_{\theta' \in \Theta} S_n^{\lambda, \theta_i, \theta'} < T (\lambda) + \epsilon \right) \), for
n large enough such that \( \frac{\log(|\Theta|)}{n} \leq \epsilon \). Using a union bound over \( \theta' \), this goes to zero if \( T(\lambda) < \min_{\theta \in \Theta} \min_{\theta' \in \Theta} E^{\theta_t} \left( \log \left( \frac{P_{Y|X}(Y|X)}{Q_{\theta'}(Y|X)} \right) \right) \), and so, we have proved the corollary.

Let \( \theta^* \) be the minimizing \( \theta_t \) in Corollary 5. If the set of noise models \( P_{Y|X}^\theta \) is convex, the corollary suggests a simplified decoder that just assumes the model \( P_{Y|X}^{\theta^*} \). This decoder would achieve the same worst-case performance as the suggested decoder with uncertainty, but would have a lower computational complexity. We will also show in Section 5.4 how to use the proof technique from this corollary to design a decoding algorithm that performs well under uncertainty for the case where the set of noise models is not convex.

Note that, to simplify notation, we chose \( w = 1 \). \( w \) can be optimized to obtain better bounds. Also, using the mapping in (3.56), we can analyze the case where the measurement function \( \Psi \) is uncertain.

### 3.3.5 Heterogeneous arbitrary ensembles

We now derive an extension that is useful for systems that have different kinds of measurement such as measurements with different values of \( c \).

**Corollary 6** ([32] ML decoding, heterogeneous measurements) Assume that there are \( M \) classes of measurements, and each class \( t \in \{1, \ldots, M\} \) has its own measurement function \( \Psi^t (v^{(1)}, \ldots, v^{(c)}) \) and corresponding noise model \( P_{Y|X}^t \). Let there be a constant fraction \( \alpha_t = \frac{n_t}{n} \) of measurements of class \( t \). There exists a sequence of heterogeneous sparse measurement systems \( C_{n}^{\text{HET}} \), such that the average probability of error, \( P_{e,C_{n}^{\text{HET}}} \to 0 \) as \( n \to \infty \), with ML decoding, for fixed \( R \), as long as \( R < C_{LB}^{\text{HET}}(D) \), where

\[
C_{n}^{\text{HET}}(D) = \min_{\lambda \in S_{\gamma}(D)} \sup_{w_t \geq 0} \sum_{t=1}^{M} \alpha_t \sum_{y \in Y} \sum_{z \in Z} P_{Y|Z}^t (y|z) \log \left( \frac{P_{Y|Z}^t (y|z)}{Q_{\lambda,w}^t (y|z)} \right)
\]

where \( Z = [v^{(1)}, \ldots, v^{(c)}] \) and

\[
P_{Y|Z}^t (Y=y|Z=z) = P_{Y|X}(y|\Psi^t(Z))
\]
3.3 Specializing the General Theorem

Proof: We outline the proof. In Theorem 1, we can account for the heterogeneity using the mapping in (3.56). We define a single vector output measurement function \( \Psi(\nu^{(1)}, \ldots, \nu^{(c)}) = [\nu^{(1)}, \ldots, \nu^{(c)}] = Z \) which has an output alphabet \( Z = \mathcal{V}^c \). Then we assume \( M \) noise functions - one for each kind of measurement. We now define \( P^t_{Y|Z}(Y = y|Z = z) = P^t_{Y|X}(y|\Psi^t(z)) \) as in the corollary. This mapping is useful because it unifies the noise model \( P^t_{Y|X} \) and the measurement function \( \Psi^t \) into one noise model \( P^t_{Y|Z} \). We use an ML decoder that returns the index \( \hat{m} = \arg\max_m P_{Y|X}(Y|x_m) \). We then define the various terms that occur in Theorem 1. Instead of \( n \) i.i.d. terms we have \( M \) independent quantities each of which is the average of \( n_t \) i.i.d. terms, for \( t = 1, \ldots, M \).

We apply Cramer’s theorem and the result follows.

3.3.6 Comparison of the Lower Bound on Sensing Capacity and Algorithm Performance

We check the utility of the derived lower bounds on sensing capacity by comparing them with the performance of a practical decoder in simulations. We consider the application of sparse regular structures to group testing for genetic screening as described in Section 2.2.2 and use the L1 decoder [19] as an example of a practical decoder motivated by the work of [81].

We recall the model. In our simulation of a genetic screening application the inputs are 0, 1 and 2, corresponding to normal, carriers and effected individuals. We consider the limiting case where there are no errors in the pooling outputs, that is, \( P_{Y|X}(Y = y|X = x) = 1(x - y) \). In Figure 3.3 we show the performance of the sparse pooling design when the fraction of normal individuals is \( p_V(V = 0) = 1 - p = 0.9 \) and when it is \( p_V(V = 0) = 1 - p = 0.99 \). The alternate alleles are distributed according to the Hardy-Weinberg Law [77]. We define an error only when a 1 or 2 is decoded to a 0 (or vice versa),
since these are the most serious errors. So the distortion between \( v \) and \( v' \) is

\[
d_G(v, v') = \sum_{i=1}^{k} [1_{v_i' = 0, v_i' \neq 0} + 1_{v_i \neq 0, v_i' = 0}]
\]

Note that our bound is general enough to include such non-Hamming definitions of distortion. We simulate a range of pools sizes \( c \) to show that our bounds are meaningful. We compare the performance of the L1 decoder with our bound from (3.29).

Two interesting conclusions can be drawn from Figure 3.3. The first is that the bound and algorithm show the same trends across a range of model parameters. The second conclusion is that as the probability of alternate alleles falls, the L1 decoder performs almost as well as (our analysis of) the ML decoder. This indicates that our bound can be used to design practical pooling strategies to evaluate the effectiveness of various design choices such as (i) pool size, (ii) use of bar-coding technologies [100] or (iii) the number of reads per lane [82]. From another point of view these results also indicate the power of the L1 decoder with sparse inputs in low-noise conditions. Identifying when algorithm performance is ‘good’ is one of the most important uses of our theoretical bounds.

### 3.4 A CONVERSE: AN UPPER BOUND ON THE SENSING CAPACITY

This section presents a simple converse to complement the general achievability result in Theorem 1. A converse is an upper bound on rates for which arbitrarily small error rates \( P_{e,C_n} \) are possible. Converses are usually hard to prove because we must show that no structure can have better performance. At the end of the section we compare the converse to the (achievable) lower bound on measurement capacity.

**Theorem 7** (Sensing capacity: Converse) Suppose inputs \( V^i \) are drawn i.i.d. according to a p.m.f. \( \gamma \) and the measurement function is \( \Psi \). If there exists a sequence of measurement structures drawn from a sparse measurement ensemble such that the average probability of error \( P_{e,C_n} \) → 0 as \( n \rightarrow \infty \) for fixed \( R \), then \( R < C_{UB}(D) \), where \( C_{UB}(D) \) is an upper
Figure 3.3: Comparison of the bound in Theorem 2 with the performance of the L1 decoder for a range of model parameters. All results are for allowable distortion $D = .002$ with no noise.

**bound on sensing capacity, given by,**

$$C_{UB}(D) = \begin{cases} \max_{\delta} \frac{I(X;Y)}{\gamma - H(D)}, & \text{if } H(\gamma) > H(D) \\ \infty, & \text{otherwise} \end{cases}$$

(3.70)

*Here $X \sim \Psi(Z)$ and $Z \sim \delta$. $\delta$ is a distribution over $\mathcal{V}^c$ constrained by the choice of measurement structure. For example, for sparse regular measurement structures,*

$$\sum_{e \in \mathcal{V}^c} \frac{|\{i : c_i = a\}|}{c} \delta(e) = \gamma^a \forall a \in \mathcal{V}$$

(3.71)

**Proof:** We outline the proof. Consider the Markov chain corresponding to the sparse measurement system,

$$\mathcal{V} \to X \to Y \to \hat{Y}$$

(3.72)

By the source channel separation theorem (with distortion) [101],

$$R \leq \begin{cases} \frac{I(X;Y)}{\gamma - H(D)}, & \text{if } H(\gamma) > H(D) \\ \infty, & \text{otherwise} \end{cases}$$

(3.73)
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Figure 3.4: Comparison of converse and achievable bound of noiseless XOR with no distortion as measurement size $c$ changes. The information theoretic optimal for lossless compression at $P_V(V = 1) = p = 0.2$, which is $\frac{1}{H(p)}$ is also shown.

Since $X$ is generated from $V$ by a sparse measurement ensemble, $X^u = \Psi(Z^u) \forall u$. Recall that $Z^u$ was defined in Section 3.2.2. For $P_{e,c,n} \rightarrow 0$, we must have

$$\frac{1}{nR(H(\gamma))} \sum_{m:v_m \text{of type } \gamma} P_{e,c,n,m} \rightarrow 0$$

(3.74)

That is, probability of error must go to zero for typical inputs. For typical inputs, the type of $Z$ is constrained by the measurement ensemble as described in Section 3.3. This results in the theorem.

3.4.1 Comparison of bounds on achievability and the converse

We now compare the converse in Theorem 7 and the achievable result for sparse regular measurements in Corollary 2, in two cases of interest.

**Example A**: Lossless and noiseless compression with XORs. We study the problem of linear (in $GF(2)$) lossless compression because it is of interest in the problems of dist-
tributed compression [11] and network data compression [33]. We consider the following scenario. The inputs to the measurements $V_i$ are binary, $V = \{0, 1\}$. They are distributed i.i.d. according to $p_V$ with $p_V(V = 1) = p = 0.2$. We consider the use of sparse regular measurements with the function $\Psi$ chosen as the XOR of inputs. We look at the case of no noise, to allow for lossless compression.

Figure 3.4 compares the achievable bound, the converse for sparse XOR measurements and information theoretic bound for lossless compression, which is the inverse of the entropy $= \frac{1}{H(p)}$. We see that our bounds for sparse measurements are very close together (by $c = 8$, they are numerically identical) and both are very close to the information theoretic bound of $\frac{1}{H(p)}$ for large enough $c$. Notice that the information theoretic bounds assumes optimal codes which may be computationally inefficient, whereas our measurement structure us a sparse linear code, which allows efficient encoding and Belief Propagation (BP) decoding. See Appendix B for a discussion of BP as it applies to sparse measurement.
systems.

**Example B:** Sparse regular pooling designs for genetic screening. We return to the genetic screening application from Section 2.2.2. For this simulation we consider the case where inputs are binary 0 or 1 corresponding to normal people and carriers. Thus, \( \mathcal{V} = \{0, 1\} \). This is realistic for diseases where symptoms make effected people easy to recognize without blood tests. We use the reads noise model from Chapter 2.

We recall the definition of the reads noise model. Suppose that in a particular pool \( x \in \mathcal{X} \) fraction of the mutated DNA sample is present with \( 1 - x \) fraction of normal DNA. In this case, for a pool size \( c \), \( \mathcal{X} = \{0, \ldots, \frac{c}{c}\} \). The NGST device draws strands from this mixture to sequence. The output of each sequencing run is called a read. Suppose the sequencer takes \( r \) reads. Then, the probability of each (noiseless) read being mutated is \( x \). This corresponds to our model with measurement function \( \Psi(v^1, \ldots, v^c) = \frac{1}{c} \sum_{i=1}^{c} v^i \) - the AVERAGE function. The probability that \( y \) out of the \( r \) reads are mutated is then,

\[
P_{Y|X}(y|x) = \binom{r}{y} x^y (1 - x)^{r-y}
\]  

(3.75)

Here \( y \) represents the number of output reads (out of a possible \( r \) reads) that are mutant. Thus, \( \mathcal{Y} = \{0, \ldots, r\} \).

We compare the bounds for the following representative parameter settings in Figure 3.5 - \( r = 90 \) reads, \( p_V(V = 1) = p = 0.1 \) and allowed distortion \( D = 0.002 \). Here we see that both the converse and achievable bounds show similar trends with pool size \( c \). The most important conclusion is that there exists an optimal pool size. This suggests that sparse pools are indeed required, since dense pools would have a low rate, thus requiring a large number of measurements.
3.5 COMPLEXITY OF COMPUTING THE BOUNDS

The bounds in Sections 3.2.3 and 3.3 provide analytical insights into the performance of sparse measurement systems as compared to a pure simulation based approach. Furthermore, they are computationally cheaper to compute than running time consuming simulations. This reduction in complexity is because they do not involve any explicit decoding operations. Thus, the complexity of computing the bounds is independent of the size of the problem \((n, k)\), which is significant saving when compared to the simulation based approach.

The main complexity in computing the bounds arises from storing the joint distribution between the inputs \(Z \in \mathcal{V}^c\) and the noisy outputs \(Y\) of a single measurement, and computing the various extremal distributions in the bounds (such as the optimal \(\lambda\) and \(\kappa\) in (3.29)). Since in general, even storing the table of an arbitrary measurement function \(\Psi(v_1, \ldots, v^e)\) is exponential in \(c\), the complexity of computing the bounds can be exponential in \(c\).

Fortunately, many measurement functions that occur in practice such as the SUM function in pooling designs, the OR function in group testing, and the THRESHOLD function in sensor networks are ‘type’ based. A function \(\Psi\) is type based if

\[
\Psi(v) = \Psi(\gamma)
\]

where \(\gamma\) is the type (or empirical p.m.f.) of \(v \in \mathcal{V}^c\). This means that the output depends only on the type (number of 0s, 1s and so on) of the input vector seen by the measurement and not on the actual vector value. The type of a vector can take only a polynomial (in its length) number of values \([21]\). In particular the type of a vector \(v\) of length \(c\) takes less than \((c + 1)^{|\mathcal{V}|}\) values. This reduces the description length of the measurement function substantially. However, note that the bounds in (3.29) and (3.49) also depend on the distortion between pairs of \(c\)-length vectors. So, we also need to show that the constraints and optimization
objectives in these two expressions can be written in terms of a polynomial number of variables.

We now proceed to describe a choice of variables for (3.29). The original optimization problem (for a fixed $\lambda$) is over the joint $\kappa$ of two vectors $v, v'$ of length $c$. This means that $\kappa$ is a distribution over $|V|^{2c}$. Instead we introduce one variable for each pair wise type and distortion between them resulting in at most $(c + 1)^{3|V|}$ variables, for the case of Hamming distortion. The key fact is that the optimization problem is a maximum entropy problem, where we are trying to maximize $H(\kappa)$ subject to constraints. Any two vectors with joint type $\lambda$ have the same distortion and will be appear in the same constraints. They will also have equal probability in the optimizing $\kappa$ since the uniform distribution maximizes the entropy when subject to constraints only on the marginals.

Without this symmetry, offered by types, we can compute the bound for values of $c$ upto 6, say, as seen in the examples in [32]. Using the symmetry we can compute the bound for SUM measurements (where the output alphabet increases with $c$) for $c$ upto 20. For binary measurements like XOR or OR we can compute the bound for $c$ upto 40. The type-based speedup can also be extended to measurements where the output depends on types of a small number of subsets (such as WEIGHTED SUM with few different weights) with a corresponding increase in complexity. We will also see how to exploit type symmetric functions in algorithm design when we look at the Belief Propagation (BP) algorithm in Appendix B.
In Chapter 2, we saw how sparse measurement systems modeled by factor graphs provide a common framework for the problems we are interested in. In Chapter 3, we showed how information theoretic and combinatorial techniques could be used to analyze the fundamental limits of these sparse measurement systems. Unfortunately, the decoders that we assumed in obtaining these limits are practically infeasible for reasonable problem sizes. In this chapter we study practical decoding algorithms for large-scale detection problems.

The primary advantage of the factor graph framework is that we can draw on the large body of work on inference algorithms in graphical models to design detection algorithms for sparse measurement systems. Inference algorithms [3, 51] can be exact or approximate. We discuss optimal inference algorithms in Appendix A and an approximate algorithm from the graphical model literature, called Belief Propagation (BP) in Appendix B. In Appendix B we also discuss how the method of Density Evolution can be used to analyze the performance of BP in sparse measurement systems and how to significantly speed up the BP calculations for sparse measurements that have a certain ‘type’ based symmetry. This allows us to compare the performance of BP with other approximate algorithms for
large measurement sizes $c$.

As opposed to BP, we focus on two different algorithms in this chapter. The first algorithm we look at is the Cross Entropy (CE) method, in Section 4.1. This algorithm was initially developed in the area of optimization and rare event simulation [102] and we discuss how it can be applied to the problem of detection in sparse measurement systems. We then study how to use the information theoretic analysis of Chapter 3 to design a stopping criterion for the CE method. We study the performance of the CE method in simulated group testing experiments.

In Section 4.2 we study sequential decoding (SD), a search algorithm originally developed for the decoding of convolutional codes [60]. We show that SD is particularly suited for detection in problems involving contiguous sparse measurement structures, such as those that arise in sensor networks. We then develop an expression for the computational properties of SD [28, 103]. This expression clearly shows how the computational complexity of SD depends on various system parameters like the noise level, the priors and the measurement function used.

### 4.1 The Cross Entropy Method

Sampling algorithms have a rich history and have found applications in many areas including artificial intelligence [104], statistical physics [105] and combinatorial optimization [106]. Sampling and Markov Chain Monte Carlo (MCMC) methods are general, fast and accurate numerical methods for calculating the expectation of some function with respect to a probability distribution. Detection problems can be written as expectations, and so, can be solved using sampling methods [104].

Before we get into details of the sampling method we study in this thesis, we discuss why we need a new algorithm, given that there exist popular message passing (local) algo-
Figure 4.1: Comparing algorithm performance with the bound indicates that BP may be suboptimal for larger $c$ resulting in the search for new algorithms for inference with sparse measurements.

One reason is shown in Figure 4.1, which displays the performance of BP in a simulated pooling problem with sparse regular measurements. We simulate binary inputs, with $p_V(V = 1) = p = 0.1$, and the reads noise model from Section 2.2.3, with reads $r = 90$ and distortion $D = 0.002$. We compare the performance of the algorithms with our bound from (3.29).

In Figure 4.1(b) we see that the bound indicates that a pool size of $c = 6$ is optimal and that there is no substantial difference between $c = 4, 5$ and $6$ at these parameter settings. However, the performance of BP in Figure 4.1(a) does not follow this trend. If BP is suboptimal, then perhaps other algorithms can be found with performance closer to the bound.

This search leads us to the Cross Entropy (CE) method, an algorithm whose performance is also shown in Figure 4.1(a). We see that this algorithm follows the trends illustrated in the bounds.

Several sampling algorithms have been proposed in the literature, such as, the Metropolis algorithm from [105], the Gibbs sampling algorithm from [107] and many others [108].
In this thesis we select a relatively new sampling algorithm called the Cross Entropy (CE) method, which was developed for the problem of rare event simulation by [106]. The reasons for this are two-fold. The first is pragmatic, in that, the CE method turned out to be fast, easy to implement and far more accurate than other sampling algorithms in our simulations. The second is that the CE method has a tunable parameter \( N \) that can be used to trade-off computational complexity and accuracy. Further we will be able to use our analysis of Chapter 3 to develop a stopping criterion for the CE method applied to detection with sparse measurement systems.

### 4.1.1 The Cross Entropy method for combinatorial optimization

The CE method was motivated by an adaptive algorithm originally developed for the problem of rare event simulation by [102] and then modified for general optimization problems, as described in some detail in [106]. This was done by converting the deterministic optimization problem into a stochastic problem and then using the rare event simulation algorithm. We take our description of the general CE method from [106].

Suppose we want to maximize a function \( S(v) \). The CE method involves translating the problem, by introducing a family of densities \( f(\cdot; p) \) parametrized by \( p \). Each sample from \( f(\cdot; p) \) represents a possible solution to the optimization problem. We fix a stopping criterion \( \text{Stop}(p_t, p_{t-1}, v_*) < \epsilon \), where \( \epsilon \) is a chosen threshold. The algorithm is described in Algorithm 1.

In the particular case of MAP detection in sparse measurement systems, the optimization function is \( S(v) = P(v|Y) \). Suppose \( S \) is the set of samples \( \{\mathbf{V}_i\} \) drawn, that are in the top \( 1 - \rho \) quantile. The update rule will be

\[
p^i_t = \frac{1}{|S|} \sum_{i \in S} V^j_i
\]

(4.2)
Input: $N$, $p$, $f(\cdot, \bullet)$, $S(\bullet), \rho, \text{Stop}(\bullet), \epsilon$
Output: $v_\ast$ with high value of $S(v)$

Define $p_0 = p$ as the initial parametrization.
Set $t = 1$ (iteration counter), CONVERGED=0 (flag), $S_{\text{max}} = -\infty$, $v_\ast = 0_{k \times 1}$.

while !CONVERGED do
    Generate $V_1, \ldots, V_N$ i.i.d. from $f(\cdot, p_{t-1})$.
    foreach $i = 1, \ldots, N$ do
        Calculate $S(V_i)$
    end
    Order them from smallest to biggest $S_1, \ldots, S_N$.
    Let $\hat{\gamma}_t$ be the $(1 - \rho)$ sample quantile of performances $\hat{\gamma}_t = S_{\lfloor (1-\rho)N \rfloor}$.
    if $\hat{\gamma}_t < \gamma$ then
        Set $\hat{\gamma}_t = \gamma$.
    end
    if $S_{\text{max}} < S_N$ then
        $S_{\text{max}} = S_N$;
        $v_\ast = V_N$;
    end
    foreach $j = 1, \ldots, n$ do
        $p^i_j = \frac{\sum_{i=1}^N I_{S(V_i) \geq \hat{\gamma}_t} I_{V_j = 1}}{\sum_{i=1}^N I_{S(V_i) \geq \hat{\gamma}_t}}$ (4.1)
    end
    if $\text{Stop}(p_t, p_{t-1}, v_\ast) < \epsilon$ then
        CONVERGED=1;
    end
    $t = t + 1$;
end

Algorithm 1: Basic CE method for combinatorial optimization.
The stopping criterion can be any choice of convergence, such as, $\text{Stop}(p_t, p_{t-1}, v_*) = |p_t - p_{t-1}|_1$.

We illustrate the performance of the CE method by comparing it against the BP algorithm of Appendix B for $\rho = 0.2$ and $N = 100,000$. We see in Figure 4.1(a) that the CE method substantially outperforms BP for pool size $c > 3$. BP performs well for $c \leq 3$, since, for small pool sizes the sparse measurement structures are essentially tree like to large depths and BP is optimal for trees. However, for larger pool sizes the CE method seems to be a better choice.

The primary concern when using the CE method is the choice of stopping criterion and the choice of the tuning parameter $N$. In the next section we draw intuition from the asymptotic analysis in Chapter 3 to derive a stopping criterion and develop a CE method for sparse measurement systems.

### 4.1.2 A stopping criterion for the cross entropy method

In our large deviation analysis in Chapter 3 we showed that for permutation invariant ensembles, using a score function $s^C(X_m, Y) = P(Y \mid X_m)$,

$$\frac{1}{n} \log \frac{P(Y \mid X_m)}{E_{X_m' \mid X_m}^* [P(Y \mid X_{m'})]} \to T(\lambda^*)$$

for the true input $m$.

We also showed that as long as the rate $R < C_{LB}(D)$, all inputs at a distortion greater than $D$ have a likelihood less than that of the true input. So, at rates below $C_{LB}(D)$ if we find an input with likelihood greater than the threshold indicated by (4.3) with high probability we have found an input within distortion $D$ of the true input. Thus, we can
choose the following stopping criterion and threshold for the CE method,

\[
Stop(p_t, p_{t-1}, v_*) = -\frac{1}{n} \log \frac{P(y|\xi_*)}{E_{X_{m'}|\xi_*}[P(y|X_{m'})]}
\]  

(4.4)

where \(\xi_*\) is the noiseless measurement corresponding to \(v_*\). The threshold is,

\[
\epsilon = -T(\lambda^*)
\]  

(4.5)

This choice results in the modified CE method specified in Algorithm 2.

We now explore how this algorithm performs through simulations.

We already saw in Section 3.3.6 how the lower bound on sensing capacity of sparse regular measurements (3.29) is an excellent predictor of algorithm performance, at least in the noiseless case for sparse inputs. We move on to a noisy case, where the L1 decoder from the previous chapter and [21] fails. We consider simulations of sparse regular measurement structures for the pooling problem from Section 2.2. We simulate the case with binary
Input: $N_0$, $\alpha$, $p$, $f(\cdot, \bullet)$, $S(\bullet, \rho, Stop(\bullet), \epsilon, NITER$
Output: $v_*$ with high value of $S(v)$
Define $p_0 = p$ as the initial parametrization.
Set $t = 1$ (iteration counter), CONVERGED=0 (flag), $S_{max} = -\infty$, $v_* = 0_{k \times 1}$, $N = N_0$.

while !CONVERGED do
  while $t < NITER$ do
    Generate $V_1, \ldots, V_N$ i.i.d. from $f(\cdot, p_{t-1})$.
    foreach $i = 1, \ldots, N$ do
      Calculate $S(V_i)$
    end
    Order them from smallest to biggest $S_1, \ldots, S_N$.
    Let $\hat{\gamma}_t$ be the $(1 - \rho)$ sample quantile of performances $\hat{\gamma}_t = S_{\lceil(1-\rho)N\rceil}$.
    if $\hat{\gamma}_t < \gamma$ then
      Set $\hat{\gamma}_t = \gamma$.
    end
    if $S_{max} < S_N$ then
      $S_{max} = S_N$;
      $v_* = V_N$;
    end
    foreach $j = 1, \ldots, n$ do
      $p^j_t = \frac{\sum_{i=1}^{N} \mathbb{1}_{S(V_i) \geq \hat{\gamma}_t} \mathbb{1}_{V^j_i = 1}}{\sum_{i=1}^{N} \mathbb{1}_{S(V_i) \geq \hat{\gamma}_t}}$ (4.6)
    end
    $t = t + 1$;
  end
  if $Stop(p_t, p_{t-1}, v_*) < \epsilon$ then
    CONVERGED=1;
  end
  $N = \alpha N$;
end

Algorithm 2: Modified CE method, using the theoretically inspired new stopping criterion.
Figure 4.3: Convergence of the modified Cross Entropy method at different rates with $p_V(V = 1) = p = 0.4$, $p_f = 0.1$, $k = 200$ and $c = 3$. The bound for these parameters is $C^{REG}_{LB}(D) = 0.76$. The bottom of the figure corresponds to no errors in $10^4$ runs. The line for $R = 1 > C^{REG}_{LB}(D)$ corresponds to absolute word error.

inputs, $V = \{0, 1\}$ which have $p_V(V = 1) = p = 0.1$ and $\Psi$ chosen as SUM. We use the reads noise model, from (2.2) in Section 2.2.3 with reads $r = 90$, input length $k = 200$ and distortion $D = 0.002$. We also plot the bound (3.29) from Chapter 3 in Figure 4.2.

From the results in Figure 4.2, we can see how the performance of BP from Appendix B and that of the modified CE method become highly differentiated at larger values of $c$. For such values of $c$, the CE method is by far the better algorithm. We can also see that the bound continues to be an excellent predictor of performance of the modified CE method for the sparse regular structures for larger values of $c$. We draw this conclusion because for rates below the bound $C^{REG}_{LB}(D)$ the error rate drops substantially while the error rate of BP remains high.

We are interested in not just the performance but also the computational complexity of algorithms in detection for sparse measurement applications. The complexity of the CE
method is determined by the number of samples \( N \) used in each iteration, since \( N >> k \) we write the complexity as \( O(N \log N) \). As a measure of complexity we explore what \( N \) is required in our modified CE method.

We simulate the case with binary inputs, \( \mathcal{V} = \{0, 1\} \) and \( p_{V}(V=1)=p=0.4 \) and the measurement \( \Psi \) is the SUM of inputs. We use the reads noise model with failures from (2.3) in Section 2.2.3 with reads \( r = \infty \) and \( p_f = 0.1 \), input length \( k = 200 \) and \( c = 3 \). Since the number of reads is large, the only source of error is failure of the test. The bound for \( C_{LB}^{REG}(D) \), in (3.29) from Chapter 3, for these parameters was 0.76.

In Figure 4.3 we show the fraction of runs for which \( \text{Stop}(\bullet) \) did not reach the convergence threshold \( \epsilon \). We emphasize that in each run the CE method as a whole converged (in that the estimates do not change substantially with more iterations) but may not have found a vector within distortion \( D \) of the true input. In the original CE method we would not have known that the optimization had failed but thanks to our analysis and carefully chosen convergence criterion, we can reject the output \( \mathbf{v}_* \) in such cases, increase \( N \) and try again. An important point to note is that \textit{all runs that met the convergence criterion found a vector within} \( D \) \textit{of the true vector}. This reinforces the importance and usefulness of our asymptotic analysis from Chapter 3, even for structures with \( k \) as small as 200.

Another interesting computational property of the CE method can be seen in Figure 4.3. At rates close to the capacity bound our modified CE method requires many runs of the outer ‘increase \( N \)’ loop to converge, whereas at lower \( R \)s - away from capacity - the algorithm found an environment within a distortion \( D \) at much smaller \( N \)s - smaller by almost two orders of magnitude. Thus, the computational complexity of the CE algorithm decreases \textit{substantially} once a sufficient number of measurements are collected. This type of ‘computational cut-off’ phenomenon is reminiscent of the properties of sequential decoding of convolutional codes [62], which we discuss in the next section.
Finally, for rates above capacity we note that we have actually plotted the error rate, as opposed to the fraction that converge, since our threshold is only meaningful at rates below $C_{\text{LB}}^{\text{REG}}(D)$. Here we see that even for very large $N$, the CE method fails to find an environment within distortion $D$ on most runs. This hints that our information theoretic analysis is a meaningful predictor of algorithm performance.

From the tone of this section, the reader may get the impression that CE is always the algorithm of choice when compared to BP. However, this is definitely not the case. For many of the results presented here, especially at rates close to the capacity $C_{\text{LB}}^{\text{REG}}$, the CE method converges only for a large number of samples - depending on the length of the input $k$, noise levels and required distortion. However, the complexity of our fast BP (described in Appendix B) is fixed for a given number of iterations and is only linear in the number of measurements. So in the case of small $c = 3$, near zero distortion and rates $R$ near capacity or under strict computational constraints, BP may be preferred. The popularity of BP in decoding of LDPC codes is an excellent illustration of such a situation.

To illustrate this, we simulate the case with binary inputs, $\mathcal{V} = \{0, 1\}$ and $p_{\mathcal{V}}(V = 1) = p = 0.1$ and $\Psi$ chosen as the SUM function. We use the reads noise model, from (2.2) in Section 2.2.3 with reads $r = 90$ and input length $k = 200$. In Figure 4.4 we have plotted average word error rate for BP and CE with small $c = 3$. Here we see that for higher rates, BP does better than CE especially when $N$ (a measure of computation) is small.

The primary advantage of CE from our point of view, is the tunable nature of its performance. We can achieve improved performance for large $N$ at the cost of increased computation. The CE method is fast for non-type based measurement functions where the BP speed up (see Appendix B) is not possible. We will return to the CE method when we (briefly) discuss algorithms for handling uncertainty in Section 4.3. For now we move on to the next class of algorithms for inference in sparse measurement systems, which we will
Figure 4.4: Comparison of Belief Propagation and the Cross Entropy Method at different rates with $p = 0.1$, $reads = 90$, $k = 200$ and $c = 3$. The bottom of the figure corresponds to no errors in $10^6$ runs.

see are especially suited to sensor network applications.

4.2 SEQUENTIAL DECODING

The term ‘large-scale detection’ was used in [32] to characterize sensor network detection problems where the number of hypotheses is exponentially large. Examples of such applications include the use of seismic sensors to detect vehicles [109], the use of sonar sensors to map a large room [84] and the use of thermal sensors for high-resolution imaging [15]. In these applications the environment can be modelled as a discrete grid, and each sensor measurement is effected by a large number of grid blocks simultaneously (‘field of view’ $c$), sometimes by more than 100 grid blocks [15]. Conventionally, there have been two types of approaches to such problems. The first set of algorithms includes computationally expensive algorithms such as the optimal (in this case also called Viterbi)
decoding as discussed in Section A and belief propagation as discussed in Section B. These algorithms are at least exponential in the size of the field of view of the sensor $c$, making them infeasible for many common sensing problems. The second set of algorithms make approximations (such as independence of sensor measurements [84]) to make the problem computationally feasible, at the cost of accuracy. Thus, there has existed a trade-off between computational complexity and error rate of detection, with low error rate requiring high complexity algorithms.

Our study in this section is motivated by a completely different trade-off first shown for convolutional codes by [62] and for sensor networks in [32]. We saw one interesting instance of this trade-off in Figure 4.3 for the CE method where increasing the number of measurements (decreasing the rate $R$) made the algorithm substantially more efficient. Motivated by this we will now study Sequential Decoding (SD) [110], which has been shown to exhibit a similar computational cut-off phenomenon in communication problems. Our interest in this measurements for computation exchange, is that it is a trade-off that may make sense in measurement problems, where we do not have control over the measurement functions, and sensor network applications where fast detection is of the essence [111], as opposed to coding problems.

While [61] developed the possibility of using sequential decoding in sensor networks, the metric used there and in [15], the Fano metric, originated in the decoding of convolutional codes for communication [112]. We will see that the Fano metric [113] is not appropriate for sensor networks. The main contribution of Section 4.2.3 is the derivation of a sequential decoding metric for sensor networks from first principles, following arguments analogous to those used by Fano [113] for convolutional codes. The derived metric differs from the Fano metric, due to the dependence between the measurements that is inherent in sensor networks [32]. We analyze the behavior of this metric and show that it has the
requisite properties for use with sequential decoding.

While the discussion in Section 4.2.3 is somewhat heuristic, relying on the intuition obtained from the analysis of Chapter 3, we then provide a more rigorous understanding of the computational properties of sequential decoding. Research in areas such as sensor networks [15, 103] and decoding over ISI channels [114] have shown that many real world search problems can be expressed as decoding on a tree. In Section 4.2.4 we analyze the computational complexity of a particular kind of sequential decoding, called a stack decoder, for the case of specific convolutional code/measurement function/tree code transmitted over a memoryless Gaussian channel.

While the results in this section are analytical, we will return to sequential decoding in Chapter 5. There we will use this analysis to design systems that are easy to decode using SD [115] and also to design sequential decoders that are better suited to a particular sensing or measurement system [103].

4.2.1 Sequential decoding with a stack

In this thesis, we consider a particular kind of sequential decoding, called stack decoding [60], since it does not require an arbitrary threshold that other variants of SD require. We consider that the measurements form a tree code (such as a convolutional code with large memory or a sensor network using sensors with large field of view $c$). The code symbols transmitted over a noisy channel correspond to noisy measurements in a sensor network. An example of a sparse measurement system and its corresponding tree are shown in Figures 4.5(a) and 4.5(b). The tree begins at the root node. Each node has $|\mathcal{V}|^U$ children. With a node in the tree we associate the $U$ inputs to the measurement network required to complete at least one measurement. To each branch emanating from that node, we associate one of the $|\mathcal{V}|^U$ possible assignments for the $U$ inputs and the corresponding assignments to
W noiseless outputs. Here W is the number of measurements completed by considering the U inputs. For example, in Figure 4.12, $U = 2$ and $W = 3$. Suppose, that the input length is $k$ and that the number of measurements is $n$. We define the rate of the tree code exactly as we defined the rate of a measurement network in Chapter 3, as $R = \frac{k}{n} = \frac{U}{W}$. Each possible input vector $v$ corresponds to one path through the tree. The output vector, read from the branches of the path can be considered the codeword, or noiseless measurements, $x$. This codeword is transmitted across a channel (such as an Additive White Gaussian Noise (AWGN) channel) to form the noisy measurement vector $Y$ of length $n$. In the language of coding theory, $Y$ would be called the received symbol vector.

Given a received symbol vector, the decoding problem is to find the transmitted codeword $x$, or rather the transmitted message $v$. Thus, we want to reconstruct the input $v$ given the noisy measurements $y$. Consider a partial path consisting of the first $P$ transmitted symbols. We first select a metric $\Delta$ for a partial path

$$\Delta([x^1, \ldots, x^P], [y^1, \ldots, y^P]) = \sum_{i=1}^{P} \Delta(x^i, y^i)$$

(4.7)

which assigns a higher value to the partial paths that are more likely to have generated the partial sequence of the first $P$ measurements $[y^1, \ldots, y^P]$. Having chosen the metric, the stack decoder works as follows. Initially the stack contains just the root node with a metric 0. The decoder removes the top most path from the stack and extends it by hypothesizing all possible choices for the next $U$ bits, resulting in $|\mathcal{V}|^U$ new paths, which are extensions of the original partial path. This is called a node extension of the node under consideration. Each of these new partial paths is assigned an updated metric according to (4.7). These are then inserted into the stack. The stack is re-sorted based on the metric, such that the path with the highest metric is at the top of the stack. The process continues until the topmost path on the stack has the same length as the input vector of the measurement network.
(a) An illustration of a simple contiguous sensor network with noisy measurements

(b) Tree code corresponding to the same sensor network and (possible) first few stack states

Figure 4.5: Stack decoding for sensor networks
We try to explain this more clearly using the simple example in Figures 4.5(a) and 4.5(b). In this case all the inputs were active, denoted by a value of 1. The noiseless output measurements, or codeword, is \( x = [1 \ 3 \ 3 \ 3 \ 3 \ 3] \). The noisy measurements are \( y = [0 \ 3 \ 3 \ 3 \ 3 \ 3] \), because of noise in the first measurement. The stack decoder first hypothesizes possible values for \( V^1 \). In this example, the partial path with \( V^1 = 0 \) results in a better match of \( x' \) to \( y \), compared to the true input, which has \( V^1 = 1 \). This results in an initial error, as shown in Figure 4.5(b).

Next the decoder must hypothesize values for \( V^2 \) and \( V^3 \). However, none of the assignments result in a \( x' \) that matches the observations \( y^2, y^3, y^4 \) very well, and so, the path with assignment \( V^1 = 1 \) comes to the top of the stack. Thus, re-ordering the stack causes the algorithm to backtrack, reassigning a value to \( V^1 (V^1 = 1, \text{which is correct}) \). The decoder now continues to extend this correct path and eventually obtains the correct estimate for the true input \( v \).

It is clear that the choice of metric is important in guiding the search performed by the algorithm and hence plays a very important role in deciding its computational and error properties. There has been a lot of work on designing the metric for use with sequential decoding for different applications [116]. Before we study how the performance depends on the metric chosen, we explain why we are interested in the sequential decoding algorithm for problems involving sparse measurement structures.

### 4.2.2 Sequential decoding and the computational cut-off rate

For a tree code, the decoding complexity of the optimal ML decoder (also called the Viterbi decoder), is exponential in the memory of the code. This could become unbounded if the memory of the code is unbounded, as required for optimal tree codes. However, the sequential decoder, is a sub-optimal decoder that exhibits an interesting computational
phenomenon. The computational cut-off rate ($R_{\text{comp}}$) of a sequential decoder is defined as the rate below which the average complexity of decoding becomes linear in the number of measurements. Savage [62] and others [117] have established analytically the existence of the computational cut-off rate for convolutional codes. However, it is not obvious that a similar phenomenon should exist for sensor networks, especially since there is no computational cut-off for turbo codes on symmetric channels [118]. Rachlin et. al. [61] studied the stack decoder and showed that for simulated sonar range measurements, increasing the number of measurements reduces the detection complexity. In this section, we consider a slightly different version of the stack decoder for thermal measurements, motivated by our application from Section 2.3.1, to clearly demonstrate the computational cut-off phenomenon. We then compare sequential decoding with Belief Propagation from Section B, optimal algorithms from Section A and a simple bit-flipping heuristic based on Gallager’s Algorithm A [58].

We now consider SD for the thermal target detection. For more details of the physics based sensor model the reader is referred to Section 2.3.1. To recall, in this application we wanted to detect the shape of hot targets on a wall using a low resolution, cheap thermal sensor. Here we empirically demonstrate the concept of a computational cut-off rate and evaluate our sequential decoding algorithm in a simulated large-scale detection application. We also compare the performance of sequential decoding to other algorithms. Experiments on real thermal sensor data will be presented in Section 5.2. The results in this section have appeared in [15].

In our simulations, we use an IR temperature sensor to sense a binary field, as shown in Figure 4.6. The field consists of grid blocks that are either at ambient temperature or at some target temperature. We set the ambient temperature at 27°C and targets at 127°C. Using our simulated IR sensor, we take measurements of the field from different locations
Figure 4.6: An illustration of the sensor application. An IR temperature sensor senses a discrete temperature field. The sensor field of view is limited using an aperture. White grid blocks are at ambient temperature and black grid blocks are at a higher target temperature.

and orientations. Detecting the state of the grid using these sensor measurements poses a significant computational challenge due to the large number of grid blocks that affect each sensor measurement. Since the number of grid states is exponentially large, this is a large-scale detection problem. For example, let us consider a discrete 250mm × 250mm field composed of 25mm × 25mm blocks. A sensor with field of view 26° at a distance of 250mm from the plane is affected by as many as 50 grid blocks at a time. Further, the number of possible grid states is $2^{100}$. As a result, detecting the state of the binary field is a computationally difficult problem.

We ran simulations using the sensor model described earlier. For all graphs of simulation results, the points represent average values. For each point in a graph of simulation results, we generated 10 random sensor deployments and measured performance on 10 randomly generated target configurations for each deployment, resulting in 100 trials per data point. Each target configuration consisted of a 10 × 10 grid, and was generated by placing a target in each grid block with probability 0.3.
Figure 4.7: Average number of steps until convergence of sequential decoding as a function of the number of sensor measurements for sensors with different fields of view.

Figure 4.7 demonstrates the computational complexity of sequential decoding as a function of the number of sensor measurements, for sensors with different fields of view. For a small number of sensor measurements, the algorithm does not converge on average within the allotted number of maximum steps, which was set to two thousand. Above a certain number of measurements, we observe a sharp drop in the average number of steps required for the algorithm to converge. The number at which this drop occurs depends on the sensor field of view. Thus, the algorithm’s complexity decreases with an increase in the number of sensor measurements. This behaviour is similar to the computational cutoff phenomenon observed when using sequential decoding for convolutional codes in communications. For a sufficiently large number of sensor measurements, the average number of steps required for convergence approaches 100, which is equal to the number of grid blocks in the field. This indicates that the algorithm does not backtrack often for a sufficient number of sensor measurements. Interestingly, sensors with a ten degree field of view experience this tran-
Figure 4.8: Empirical detection error of sequential decoding as a function of the number of sensor measurements for sensors with different fields of view.

A priori, one might conjecture that sensors with the smallest field of view would have an advantage by enabling low estimation complexity. One might also conjecture that sensors with a large field of view would have an advantage in error rate by observing grid blocks multiple times due to overlapping sensor observations. Our simulation reveals that an intermediate field of view could have both a lower computational complexity and a higher accuracy.

To provide a context for the performance of sequential decoding, we study the effect of different parameters on the running time and accuracy of bit-flipping, loopy BP, and sequential decoding. We implemented all algorithms in Matlab.
The first algorithm, bit-flipping, is a simple and fast algorithm. This algorithm starts with a random estimate of the field and progressively improves this estimate by flipping one grid block at a time. For each field location, we compare the likelihoods of that location having a target versus the likelihood of it being unoccupied, assuming that our estimate of all other field locations is correct. We then set that field location to the value that gave us a higher likelihood. We cycle through all the locations in the field based on a random schedule. This bit-flipping can be repeated iteratively until convergence or until a fixed maximum number of iterations is reached.

The second algorithm, loopy belief propagation, is an algorithm for approximate inference in graphical models. We first convert the sensor network into a graph, with one node for each sensor and one node for each block in the field. The graph has directed edges from each field node to every sensor that observes that field location. We also specify Gaussian probability distributions for each sensor, for every configuration of sensed nodes. We use the Bayes Net Toolbox [119], which is free to download and has a fast implementation of BP in Matlab, one version of which is optimized for the conditional Gaussian nodes required for this simulation. Another standard algorithm for inference in sensor network mapping algorithms is the junction tree algorithm. However, we found that we were unable to run this algorithm using the Bayes Net Toolbox for even modest fields of view due to memory problems. Hence, we do not compare junction tree with sequential decoding. We will compare with optimal algorithms for smaller field of view in Section 4.2.3.

We study the effect of changing the field of view and the number of sensor measurements to compare the various algorithms described earlier. When the field of view is increased, the number of grid blocks sensed by the sensor with each measurement increases. Figure 4.9 shows that while the running time of belief propagation increases exponentially with the field of view of the sensor, the time taken by sequential decoding increases only
Figure 4.9: Running times of belief propagation and sequential decoding as a function of the field of view.

Figure 4.10: Empirical error rates of belief propagation, bit flipping, and sequential decoding as a function of field of view.
linearly. Bit-flipping was limited to ten iterations and was therefore ran in constant time (15 seconds). In these experiments the number of measurements was fixed at 400. We also analyse the error rates of the two algorithms. Significantly, despite having a much smaller computational complexity, sequential decoding achieves lower error rates than belief propagation. Similarly, sequential decoding outperforms the bit-flipping algorithm. The disparity in accuracy between sequential decoding and the other two algorithms increases with increasing field of view. As in the previous results, we observe that the relationship between field of view and error rate is not monotonic. As shown in Figure 4.10, sensors with a field of view of 9 degrees achieved the lowest error among the fields of view tested when using sequential decoding. Thus, choosing sensors with either the smallest or largest field of view may not be optimal.

Given that we now have convincing evidence that the computational cut-off phenomenon exists and can be exploited in sensor networks we will now try to develop an better understanding of the sequential decoding algorithm and its computational properties.

### 4.2.3 The sequential decoding metric

In this section we parallel the reasoning in [113], where a metric for sequential decoding was derived for decoding convolutional codes and extend that reasoning to the problem of detection in sensor networks. To emphasize the parallels we use codewords and messages (from the coding theory literature) interchangeably with measurements and inputs, respectively. We use an argument similar to the random coding argument [29], but which deals with the complications of inter-codeword dependence using the method of types [98]. We first describe the contiguous sensor network model [32] that we will study in this section.
4.2.3.1 Sensor Network Model

We consider the problem of detection in one-dimensional sensor networks. While a heuristic sequential decoding procedure has been applied to complex 2-D problems [15, 61], we present the 1-D binary case for ease of understanding and analysis. Motivated by parallels to communication theory and prior work, we model a contiguous sensor network as shown in Figure 3.2. In this model, the environment is modeled as a $k$-dimensional discrete vector $v$. Each position in the vector can represent any binary phenomenon such as presence or absence of a target. Possible target vectors are denoted by $v_i \in \{0,1\}$. There are $n$ sensors and each sensor is connected to $c$ contiguous locations $t, \ldots, t+c-1$. The noiseless output of the sensor is a value $x \in \mathcal{X}$ that is an arbitrary function of target bits to which it is connected, $X = \Psi(v^t, \ldots, v^{t+c-1})$. For example, this function could be a weighted sum, as in the case of thermal sensors, or location of the nearest target, as in the case of range sensors. The sensor output is then corrupted by noise according to an arbitrary p.m.f. $P_{Y|X}$ to obtain a vector of noisy observations $y \in \mathcal{Y}$. We assume that the noise in each sensor is identical and independent so that observed sensor output vector is related to the noiseless sensor outputs as $P_{Y|X}(y|x) = \prod_{i=1}^{n} P_{Y|X}(y_i|x_i)$.

Using this output $Y$, the decoder must detect which of the $2^n$ target vectors actually occurred. Many applications also have a distortion constraint that the detected vector must be less than a distortion $D \in [0, 1]$ from the true vector, i.e., if $d_H(v_i, v_j)$ is the Hamming distance between two target vectors, the tolerable distortion region of $v_i$ is $\mathcal{D}_{v_i} = \{ j : \frac{1}{k} d_H(v_i, v_j) < D \}$. Detection using this contiguous sensor model is hard because adjacent locations are often sensed together and have a combined effect on the sensors sensing them, which is hard to separate.

Before we go into the details of our analysis of sequential decoding for such problems, we introduce the notation related to the circular $c$-order types that we use related to the
contiguous measurement ensemble we analyze. Some of these terms were introduced in the analysis of Chapter 3.

4.2.3.2 Definitions

As in Chapter 3, the rate $R$ of a sensor network is defined as the ratio of number of target positions being sensed, $k$, to number of sensor measurements, $n$, $R = \frac{k}{n}$. $D(p||q)$ represents the Kullback-Leibler distance between two distributions $p$ and $q$. A sensor network is created as follows. Each sensor independently connects to $c$ target locations according to the contiguous sensor network model as described in Section 4.2.3.1. When we consider the ensemble of such sensor networks the noiseless sensor outputs $X_i$ associated with a particular target configuration $v_i$ is random. This allows to use a random coding argument to analyze the performance of the decoder. We can write this probability as $P_{X_i}(x_i) = \prod_{l=1}^{n} P_{X_i}(x_i^l)$. A crucial fact is that the sensor outputs are not independent of each other, and are only independent given the true target configuration. The random vectors $X_i$ and $X_j$ corresponding to different target vectors $v_i$ and $v_j$ are not independent. Because of the sensor network connections to the target vector, two target vectors, $v_i$ and $v_j$, that are similar to each other, are expected to result in similar sensor outputs ($X_i$ and $X_j$).

Unlike the arbitrary and regular ensembles defined in Sections 3.1.3.1 and 3.1.3.2, this contiguous ensemble is not input permutation invariant. So, the types, $\gamma$ and $\lambda$ defined in Chapter 3 cannot be used to analyze this situation. Instead, we define the concepts of circular $c$-order types and circular $c$-order joint types [98] to apply to our problem. A circular sequence is one where the last element of the sequence precedes the first element of the sequence. The circular $c$-order type $\gamma$ of a binary target vector sequence $v_i$ is defined as $2^c$ dimensional vector where each entry corresponds to the frequency of occurrence of one possible subsequences of length $c$. For example for a binary target vector and $c = 2$, $\gamma = (\gamma^{00}, \gamma^{01}, \gamma^{10}, \gamma^{11})$, where $\gamma^{01}$ is the fraction of two-bit subsequences in $v_i$ of value
01. Since all $c$-order types are assumed to be circular, we omit the word circular in the remainder of this section for brevity.

Since each sensor selects the target positions it senses independently and uniformly across the target positions, $P_{X_i}(x_i)$ depends only on the $c$-order type $\gamma$ of $v_i$ and can be written as $P_{X_i}(x_i) = P_{\gamma,n}(x_i) = \prod_{l=1}^{n} P_{\gamma}(x_{il}^l)$ and is the same for each $v$ of the same $c$-order type $\gamma$. We define $\lambda$ as the vector of $\lambda(a)(b)$, the fraction of positions $v_i$ has subsequence $a$ and $v_j$ has subsequence $b$. For example when $c = 2$, $\lambda = (\lambda^{(00)}(00), \ldots, \lambda^{(11)}(11))$, where $\lambda^{(01)}(11)$ is the fraction of to-bit subsequences of value 01 in $v_i$ and 11 in $v_j$, at the same positions. The joint probability $P_{X_iX_j}(x_i, x_j)$ depends only on the joint type of target vectors $v_i$ and $v_j$ and we can write $P_{X_iX_j}(x_i, x_j) = P_{\lambda,n}(x_i, x_j) = \prod_{l=1}^{n} P_{\lambda}(x_{il}^l, x_{jl}^l)$.

There are two other important probability distributions that arise in the discussions to follow. The first is the joint distribution between the ideal output $x_i$ when $v_i$ occurs, and its corresponding noisy output $y$. Assuming an i.i.d. noise distribution $P_{Y\mid X}$, this is written as

$$P_{X_iY}(x_i, y) = \prod_{l=1}^{n} P_{X_iY}(x_{il}, y_{il}) = \prod_{l=1}^{n} P_{X_i}(x_{il}^l)P_{Y\mid X}(y_{il}\mid x_{il}^l)$$

(4.8)

The second distribution is the joint distribution between the ideal output $x_j$ corresponding to $v_j$ and the noisy output $y$ generated by the occurrence of $x_i$ corresponding to a different target vector $v_i$. This is denoted as

$$Q_{X_jY}^{(i)}(x_j, y) = \prod_{l=1}^{n} Q_{X_jY}^{(i)}(x_{jl}^l, y_{il}) = \prod_{l=1}^{n} \sum_{a \in \mathcal{A}} P_{X_jX_i}(x_{jl}^l, x_{il}^l = a)P_{Y\mid X}(y_{il}\mid x_{il}^l = a)$$

(4.9)

Again the important fact should be noted that even though $Y$ was produced by $X_i$, $Y$ and $X_j$ are dependent because of the dependence between $X_i$ and $X_j$.

We can reduce $c$-order type over a binary alphabet to a 2-order type over a sequence with symbols in an alphabet $\mathcal{V}^{(c-1)}$ of cardinality $2^{2(c-1)}$ by mapping each shifted binary subsequence of length $c - 1$ to a single symbol in this new alphabet. We define
\[ \lambda' = \{ \lambda^{(a)(b)}, \forall a, b \in V^{(c-1)} \} \] as a marginal type (marginalized over the last co-ordinate),

\[ \lambda^{(a)(b)} = \sum_{a, b \in V} \lambda^{(aa)(bb)} \] and \[ \tilde{\lambda} = \{ \lambda^{(a)(a)(b)(b)}, \forall a, b \in V^{(c-1)}, \forall a, b \in V \} \] as a conditional type \[ \lambda^{(a)(a)(b)(b)} = \frac{\lambda^{(aa)(bb)}}{\lambda^{(a)(b)}} \]. Correspondingly, we define \[ \gamma' = \{ \gamma'^a, \forall a \in V^{(c-1)} \} \] with \[ \gamma'^a = \sum_{a \in V} \gamma^{aa} \] and a conditional type \[ \tilde{\gamma} = \{ \gamma'^{aa}, \forall a \in V^{(c-1)}, \forall a \in V \} \] with \[ \gamma'^{aa} = \frac{\gamma^{(a)(a)}}{\gamma^{(a)}} \].

### 4.2.3.3 Metric derivation

While deriving the metric to be used for detection in sensor networks, significant changes need to be made from [113] because the codewords \( (X_i) \) are not independent or identically distributed. The optimum decoding procedure would be the MAP (Maximum A Posteriori) decoder, which seeks to find the codeword \( X \) that maximizes the joint probability \( P_{X,Y} \).

The MAP decoder for the 1-D contiguous sensor network case reduces to the Viterbi algorithm. The Viterbi algorithm is feasible only for sensors with smaller field of view \( c \), since it requires the evaluation of each element in a state space of size \( 2^{c-1} \) at each step with number of steps linear in the length of the target vector. The computation grows exponentially with \( c \), and so we must use a sub-optimal decoder for large \( c \). The SD algorithm relies on the fact that if probability of error is sufficiently small, then the \textit{a posteriori} most probable \( X \) is expected to be much more probable than all the other codewords. We try to select a condition under which we may expect the performance of an algorithm to be good. Given the received sequence \( y \), suppose that there exists a \( x_i \) such that

\[
p(x_i, y) \geq \sum_{j \neq i} p(x_j, y)
\] (4.10)

If the sensor networks were generated according to the random scheme described in Section 4.2.3.1, then we can approximate the left and right hand sides of (4.10) with their expected value over the random ensemble of sensor network configurations, along the lines of the
random coding argument [29] as applied to sensor networks [32].

\[ P_{X_iY}(x_i, y) \geq \sum_{j \neq i} Q^{(i)}_{X_jY}(x_j, y) \] (4.11)

The right hand side of (4.11) has an exponential number of terms because of the exponential number of incorrect codewords indexed by \( j \). However, as described in Section 4.2.3 these terms can be represented in terms of the type \( \gamma \) of \( v_i \) and joint type \( \lambda \) of \( v_i \) and \( v_j \). If we can tolerate errors up to a distortion \( D \) we should require the posterior probability of the correct codeword to be much greater than that of all other codewords that have a distortion greater than \( D \). Let \( S_\gamma(D) \) be the set of all joint types corresponding to codewords of target vectors \( v \) at a distortion greater than \( D \).

\[
\prod_{l=1}^{n} P_{X_i}^{\gamma}(x_i^l) P_{Y|X}(y^l|x_i^l) \geq \sum_{\lambda \in S_\gamma(D)} \beta(\lambda, k) \sum_{l=1}^{n} \sum_{a \in \mathcal{X}} P_{X_jX_i}^{\lambda}(x_j^l, X_i^l = a) P_{Y|X}(y^l|X_i^l = a)
\] (4.12)

where \( \beta(\lambda, k) \) is the number of vectors \( v_j \) having a given joint type \( \lambda \) with \( v_i \), bounded by \( \beta(\lambda, k) \leq 2^{k[H(\tilde{\lambda}|\lambda')-H(\tilde{\gamma}|\gamma')]} \) [32]. Since \( v_i \) and \( v_j \) have the joint type \( \lambda \) their types are the corresponding marginals of \( \lambda \) (because of our definition of types being circular) i.e \( \gamma_jb = \sum_{a \in 0,1} \lambda(a)(b) \) and \( \gamma_{ia} = \sum_{b \in 0,1} \lambda(a)(b) \). There are only a polynomial number of types \( C(k) = 2^{2(c-1)}k^{2c-1}(k+1)^{22(c-1)} \) [32, 98], and so, (4.12) reduces to,

\[
\prod_{l=1}^{n} P_{X_i}^{\gamma}(x_i^l) P_{Y|X}(y^l|x_i^l) - C(k)2^{k[H(\tilde{\lambda}|\lambda')-H(\tilde{\gamma}|\gamma')]} \]

\[
\prod_{l=1}^{n} \sum_{a \in \mathcal{X}} P_{X_jX_i}^{\lambda}(x_j^l, X_i^l = a) P_{Y|X}(y^l|X_i^l = a) \geq 0
\] (4.13)

for an appropriate choose of \( \lambda^* \) from the set of all \( \lambda \)s and where \( \gamma^* \) is the marginal type corresponding to the joint type \( \lambda^* \). Taking \( \log_2() \) and applying a limiting argument as
\( n \to \infty \), we obtain the general form of the metric,
\[
\sum_{l=1}^{n} \log_2 [P^\gamma(x_l^i)P_{Y|X}(y_l^i|x_l^i)] - \sum_{l=1}^{n} \log_2 [P^{\gamma^*}(x_l^i)P^{\lambda^*}_{Y|X}(y_l^i|x_l^i)] - k[H(\hat{\lambda}^*||\lambda^*) - H(\hat{\gamma}^*|\gamma^*)]
\]  

(4.14)

The key property of this metric is that it is expected to be positive when the probability of the correct codeword dominates erroneous codewords.

The choice of \( \lambda^* \) is based on the properties desired of the metric and is discussed in Section 4.2.3.5. This leads us to the choice of appropriate metric as \( S_n = \sum_{i=1}^{n} \Delta_i \), where \( \Delta_i \) is the increment in the metric as sensor \( i \) (along the 1-D space) is decoded.

\[
\Delta_i = \log_2 [P^\gamma(x_l^i)P_{Y|X}(y_l^i|x_l^i)] - \sum_{l=1}^{n} \log_2 [P^{\gamma^*}(x_l^i)P^{\lambda^*}_{Y|X}(y_l^i|x_l^i)] - R[H(\hat{\lambda}^*||\lambda^*) - H(\hat{\gamma}^*|\gamma^*)]
\]  

(4.15)

There are two requirements of a metric to be appropriate for sequential decoding. The first is that the expected value of the metric increase as the decoding of the target vector proceeds down the correct branches of the binary hypothesis tree. The second is that the metric should decrease along any incorrect path in the tree that is more than a distortion \( D \) from the true target vector. We analyse the metric derived and prove that it satisfies these requirements for appropriate choices of rate \( R \) and representative joint type \( \lambda^* \).

### 4.2.3.4 Analysis of the metric along the correct path

We calculate the expected value of the increment in the metric \( \Delta_i \) along the correct decoding path and derive the condition on the sensor network for the expected value of these increments to be positive along this path.

\[
E_{X,Y} \Delta_i = E_{X,Y} \log_2 [P^\gamma(x)P(y|x)] - \sum_{l=1}^{n} \log_2 [P^{\gamma^*}(x)P^{\lambda^*}_{Y|X}(y_l^i|x_l^i)] - R[H(\hat{\lambda}^*||\lambda^*) - H(\hat{\gamma}^*|\gamma^*)]
\]  

(4.16)
Here, the expectation is over $X$ and $Y$, the noiseless outputs and the noisy measurements, respectively, along the correct path. This reduces to

$$E_{X,Y} \Delta_i = \mathcal{D}(P_{XY}||Q_{X,Y}^{(\lambda)}) - R[H(\tilde{\lambda}||\lambda') - H(\tilde{\gamma}||\gamma')]$$

which will be greater than or equal to 0 if we chose rate $R$ such that

$$R \leq \min_{\begin{subarray}{c}
\sum_{a\neq b} \lambda_{ab} \geq D \\
\sum_{b} \lambda_{ab} = \gamma^a
\end{subarray}} \frac{\mathcal{D}(P_{XY}||Q_{X,Y}^{(\lambda)})}{H(\tilde{\lambda}||\lambda') - H(\tilde{\gamma}||\gamma')}$$

We note that the right hand side of (4.18) is the expression for a lower bound on sensing capacity $C^{ML}_{LB}(D)$ for a contiguous sensor network derived in [32]. Thus as long as the number of sensors used is sufficiently high so that the rate $R$ is below $C^{ML}_{LB}(D)$ the metric will increase along the correct path.

4.2.3.5 Analysis of the metric along an incorrect path

We now analyse the change in metric over an incorrect path corresponding to a vector $v_j$ having a joint type $\lambda$ with the true target vector. We calculate the expected value of the increment in the metric $\Delta_i$ along this path.

$$E_{X',Y} \Delta_i = E_{X',Y} \log_2 P^{\gamma}(x)P(y|x) -$$

$$E_{X',Y} \log_2 P^{\gamma'}(x)P^{\alpha}(y|x) - R[H(\tilde{\lambda}||\lambda') - H(\tilde{\gamma}||\gamma')]$$

where $X'$ is the noiseless sensor outputs along the wrong path and $Y$ is the noise corrupted true sensor outputs.

$$E_{X',Y} \Delta_i = \sum_{X'Y} Q^{\lambda}(x,y) \log_2 \left( \frac{P^{\gamma}(x,y)}{P^{\lambda}(x,y)} \right) - R[H(\tilde{\lambda}||\lambda') - H(\tilde{\gamma}||\gamma')]$$

$$= -\mathcal{D}(Q^\lambda || P^{\gamma'}) + \mathcal{D}(Q^\lambda || Q^{\lambda'}) - R[H(\tilde{\lambda}||\lambda') - H(\tilde{\gamma}||\gamma')]$$

$$\leq -\mathcal{D}(Q^{\lambda'} || P^{\gamma'}) - R[H(\tilde{\lambda}||\lambda') - H(\tilde{\gamma}||\gamma')]$$

$$\leq 0$$
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Figure 4.11: Behavior of new metric and Fano metric along the correct path (in bold) and incorrect paths at a distortion $D=0.02$ for $c = 15$

Inequality (4.22) is true if we choose,

$$
\lambda^* = \arg \min_{\lambda \in S_{\gamma}(D)} \mathcal{D}(Q^{\lambda} || P^{\gamma^*})
$$

(4.24)

Inequality (4.22) arises from (4.21) because the set $S_{\gamma}(D)$ is closed and convex, and using Theorem 12.6.1 in [101]. Equation (4.23) is from the positivity of KL divergence [101] and since $[H(\tilde{\lambda}^* || \lambda^*) - H(\tilde{\gamma}^* || \gamma^*)] > 0$ since each $\gamma$ is the marginal of the corresponding $\lambda$.

The convexity of $S_{\gamma}(D)$ can be reasoned as follows. The set of $\lambda \in S_{\gamma}(D)$ are defined by 1) a normalization constraint to ensure that they are true probability distributions 2) a set of Markov constraints so that they are associated with possible 1-D sequences and 3) a distortion constraint so that they correspond to sequences more than a distortion $D$ from the true target vector. Since all these constraints are linear equalities and finite-dimensional, the set $S_{\gamma}(D)$ is convex and closed. Each probability distribution $Q^{\lambda}$ is linear in the elements of $\lambda$ and hence the set of $Q^{\lambda}$ is convex, and so, Theorem 12.6.1 in [101] can be applied.
4.2.3.6 Understanding the behavior of the new metric

We simulate a random sensor network at a specified rate $R$ with sensors drawn randomly according to the contiguous sensor model. Error rates and runtimes for sequential decoding are averaged over 5000 runs. The output of each sensor is the weighted sum of inputs in its field of view $x = \sum_{j=1}^{c} w_j v_{t+j}$. This output is discretized into one among 50 levels, uniformly spaced between 0 and the maximum possible value, and corrupted with exponentially distributed noise to obtain the sensor outputs $y$. A sequential decoder (stack decoder) decodes $y$ to the estimate $\hat{v}$. If the detected vector $\hat{v}$ is more than a distortion $D$ from the true target vector an error occurs. We initially simulate the growth of the metric along correct and wrong paths. This is to verify that the properties derived in Sections 4.2.3.4 and 4.2.3.5, which were for the expected value of the metric, do in fact hold, for a specific sensor network configuration. The wrong paths are chosen to be at a distortion $D$ from the true path. The behavior of the new metric is compared to that of the Fano metric, which is used to decode convolutional codes, where the increment is defined to be [113]:

$$\Delta_{F_i} = \log_2[P_{Y|X}(y^i|x^i_i)] - \log_2 P_{Y^i}(y^i)$$

(4.25)

Figure 4.11 shows the important difference between the new metric and the Fano metric. Even when we proceed along an erroneous path that is at a distortion $D$ from the true path, the Fano metric continues to increase. This is because the Fano metric was derived assuming that if a path diverges from the true path at any point, the bits of the two codewords will be independent from that point onwards. While this is approximately true for strong convolutional codes with large memory, it is not a good assumption in sensor networks, due to the strong dependence between the codewords, arising from choice of sensors. Thus, if noise causes the Fano metric based decoder to take one of these erroneous paths, it may continue to explore it, increasing the path length, since the metric continues to increase.
even though the path is now incorrect. In contrast, when our new metric is used, the metric for the wrong path at distortion $D$ decreases after the error, while the metric of the correct path is still increasing. Thus, we expect that the new metric would perform better than the Fano metric when used in a sequential decoder.

We will see in the next chapter that these results are in fact useful, when we return to applications of this result to algorithm design. Now we move on to a different method of analyzing sequential decoding that is more closely tied to its origins in the coding theory literature and that rigorously derives expressions related to the computational complexity and accuracy of sequential decoding for specific, fixed measurement functions. These results will be used in Chapter 5 to design sensors and decoders that are computationally efficient and accurate.

### 4.2.4 Sequential decoding for specific measurement functions

Sequential decoding is a sub-optimal method for decoding tree codes. We now consider stack decoding of tree codes with real symbols transmitted over a Gaussian channel. The tree corresponding to a code is show in Figure 4.12. We described a similar code tree when we discussed the SD algorithm at the beginning of this section. Each input vector corresponds to a path through the tree and the output symbols on the corresponding branches form the codeword $X$ that is transmitted across an AWGN channel. This forms the received symbols $Y = X + N$ where $N$ is the additive noise in the channel, whose elements $n_k$ are i.i.d., distributed as $\mathcal{N}(0, \sigma^2)$.

Tree codes, such as convolutional codes, that are generated by encoders that have finite memory can be decoded optimally by the Viterbi algorithm. The computation required by the Viterbi algorithm to decode a codeword is exponential in the memory of the code. Sequential decoders such as the stack decoder [60], assign a value (or “metric”) to each
partial path through the tree. They then perform a metric first search of the tree.

Research in areas such as sensor networks [15, 103] and decoding over ISI channels [114] have shown that many other real world search problems can also be expressed as tree codes. These ‘encoders’ may have very large memory, making sequential decoding a practical alternative to the Viterbi algorithm. For example [120] and more recently [121] suggest the use of sequential decoding for decoding lattice codes. These applications have resulted in renewed interest in sequential decoding algorithms, especially in the case of real-valued (as opposed to binary) symbols transmitted over an additive white Gaussian noise (AWGN) channel. While there has been work on construction of good codes for sequential decoding over AWGN channels, such as [122] for convolutional codes, [123] for trellis codes and [116] for linear block codes, that used the results in [124] - which was for discrete alphabets over DMCs - for motivation, there has been no analysis of sequential decoding over AWGN channels. We analyse a particular form of the metric (which has a bias parameter) and show that there exists a bias for which the computational effort decreases exponentially with the column distance function (calculated as a squared Euclidean distance) of the tree code. Since the proof does not require independence of the transmitted symbols the proof holds for (i) convolutional codes with anti-podal signaling, (ii) sequence detection over Gaussian ISI channels and (iii) some sensor networks.

The number of paths explored by these SD algorithms depends on the growth of the metric along the correct and incorrect paths, which in turn depends on the particular noise instantiation for that channel use. Thus, the computational effort of sequential decoding is a random variable. Random coding arguments have been used [125] to show that for rates \( R \) less than some value \( R_{\text{comp}} \), the average computational effort of sequential decoders is small and essentially independent of the size of the memory of the code. This makes sequential decoding an attractive alternative to Viterbi decoding for tree codes with large
memory. Seminal work by Chevillat and Costello [124] developed an upper bound on the computational effort and error probability for a specific convolutional code (as opposed to the existence proofs using random coding arguments) over the binary symmetric channel (BSC). These bounds decrease exponentially with the so called “column distance function” of the convolutional code.

A commonly used metric for sequential decoding of convolutional codes is the Fano metric [113], which is optimal for minimum error probability decoding of variable length codes [126]. The Fano metric for a path of length $rW$ symbols is,

$$M_f(r) = \log_2 \frac{P(Y_{(1,rW)}|X_{(1,rW)})}{P(Y_{(1,rW)})} - rWR$$

where $Y_{(1,rW)}$ is the first $rW$ received symbols and $X_{(1,rW)}$ is the first $rW$ transmitted symbols. For a specific tree code (decoded over a Gaussian channel), without other constraints, computing $P(Y_{(1,rW)})$ is not feasible and it needs to be approximated at the decoder. One approximation is to assume that all the received symbols are equi-probable, in which case, after appropriate scaling, the metric can be written as

$$M(r) = -d(r) + \gamma r$$

where $d(r)$ is the squared Euclidean distance between the first $rW$ symbols of $Y$ and $X$, and $\gamma$ is the bias term in the metric. Note that this is not the Fano metric for the Gaussian channel since we have approximated $P(Y_{(1,rW)})$ by a constant for all $Y$. The rest of this sub-section sets up the quantity to be bounded based on arguments made in [125] and uses notation from [124].

### 4.2.4.1 Computational effort in stack decoding

Let $X^j$ be an infinitely long codeword transmitted over a Gaussian memoryless channel. The incorrect subset $S_u$ is defined as the set of codewords $X^j$ that coincide with the correct
codeword in the first \( u \) branches but diverge in branch \( u+1 \). The number of node extensions \( C_u \) performed by the decoder in each incorrect subset \( S_u \) can be used as a measure of decoding effort [124, 125]. Thus, in this sub-section we are interested in bounding \( P(C_u > N_u) \), i.e., the probability that the stack decoder will perform more than \( N_u \) node extensions in \( S_u \).

In analysing each \( S_u \), path length is measured from the origin of \( S_u \). Using the pigeon hole principle, we see that before extending for the first time an incorrect path \( j \) in \( S_u \) beyond \( L \) the decoder has made at most \( N_u = 2^{VL} \) computations in \( S_u \). Let \( [L^j > L] \) be the event that path \( j \) is extended beyond length \( L \).

\[
P(C_u > N_u) < P(\bigcup_j [L^j > L])
\]

where the union is over all paths \( j \) in \( S_u \). In the stack sequential decoder, a path can be extended only if reaches the top of the stack. If \( M^i_{\min} \) be the minimum metric along the correct path, an incorrect path \( j \) can be extended beyond length \( L \) only if its metric at length \( L \), \( M^j(L) \), is above \( M^i_{\min} \). Another way of stating this is that the metric \( M^j(L) \) should be greater than any metric along path \( i \).

\[
P([L^j > L]) \leq P(\bigcup_{L' \geq 0} (M^j(L) \geq M^i(L')))
\]

Based on (4.27) we see that the metric value difference is related to the difference in squared Euclidean distance between the two paths (\( i \) up to length \( L' \) and \( j \) up to length \( L \)), and the received symbol sequence. We seek to bound (4.29) by a value that decreases exponentially with the “column distance function” of the code, which we now proceed to define. \( d^{ij}(L) \) is the squared Euclidean distance between \( X^i_{(1,WL)} \) and \( X^j_{(1,WL)} \) in \( S_u \), that is \( d^{ij}(L) = \sum_{k=1}^{WL} (x^i_k - x^j_k)^2 \) where \( x^i_k \) is the \( k^{th} \) symbol in sequence \( X^i \). We define the column distance
Figure 4.12: First two levels of a code tree for a measurement network. Path $i$ corresponds to the transmitted symbol sequence $X_i$ and $j$ corresponds to $X_j$ in the incorrect subset $S_1$ for $u = 1$. All distances are measured from the root of $S_u$, $d^i(L = 1) = 2.36$, $d^j(L = 1) = 9.36$, $d^{ij}(L = 1) = 5$.

function (CDF) of the code to be

$$d_c(r) = \min_{i,X_j \in S_u} d^{ij}(r) = \min_{i,X_j \in S_u} \sum_{k=1}^{WL} (x^i_k - x^j_k)^2$$  \hspace{1cm} (4.30)

This differs from the Hamming distance based CDF defined in [124]. $d_c(r)$ is a monotonically increasing function of $r$. We define $d^i(L')$ to be the squared Euclidean distance between the first $L'$ branches of path $i$ and the received sequence $Y$ beyond $u$. $d^j(L)$ is the squared Euclidean distance between the first $L$ branches of path $j$ and the received
sequence $Y$ beyond $u$. Examples are in Figure 4.12. Using (4.27) in (4.29),

$$P([L^j > L]) \leq \sum_{L'=0}^{\infty} P(d^i(L') - d^j(L) > \gamma(L' - L))$$

$$= \sum_{L'=0}^{L} P(d^i(L') - d^j(L) > \gamma(L' - L))$$

$$+ \sum_{L'=L+1}^{\infty} P(d^i(L') - d^j(L) > \gamma(L' - L))$$

(4.31)

4.2.4.2 Upper bound on number of computations for the AWGN channel

We now proceed to analyse (4.31). The differences in the rest of the proof, as compared to [124], arise due to the real valued transmitted symbols and the Gaussian channel as opposed to binary symbols transmitted over the BSC. We analyse the two sums separately, and show that each one decreases exponentially with the column distance function $d^{ij}(L)$.

4.2.4.3 Case A: $L + 1 \leq L' < \infty$

$y_k$ is the $k^{th}$ received symbol $y_k = x_k^i + n_k$.

$$d^i(L') - d^j(L) = \sum_{k=1}^{W(L')} (x_k^i - y_k)^2 - \sum_{k=1}^{W(L)} (x_k^j - y_k)^2$$

(4.32)

$$= -\sum_{k=1}^{W(L)} (x_k^i - x_k^j)^2 - 2\sum_{k=1}^{W(L)} n_k(x_k^i - x_k^j) + \sum_{k=W(L)+1}^{WL'} n_k^2$$

(4.33)

Define $s = d^i + d_1(L)$, $d^i = \sum_{k=W(L)+1}^{WL'} n_k^2$ and $d_1(L) = -2\sum_{k=1}^{W(L)} n_k(x_k^i - x_k^j)$. $d^i$ is the sum of squares of $W(L' - L)$ Gaussian i.i.d zero mean random variables, and hence it has a $\chi^2$ distribution with $N = W(L' - L)$ degrees of freedom. $d_1(L)$ is the sum of independent Gaussian random variables and is distributed as $\mathcal{N}(0, 4\sigma^2 d^{ij}(L))$. $d^i$ is random because of the dependence on noise samples $n_k$, $k = W(L + 1), \ldots, WL'$ and $d_1(L)$ depends on the noise samples $n_k$, $k = 1, \ldots, WL$. These are non-overlapping intervals and the noise is i.i.d. Thus, $d^i$ and $d_1(L)$ are independent random variables. Hence the sum $s = d^i + d_1(L)$
has a moment generating function (mgf) that is the product of the mgfs of the two parts.

\[ \phi_s(t) = \frac{1}{(1 - 2\sigma^2 t)^{W(L' - L)}} e^{2\sigma^2 d_{ij}(L)t^2}, \quad Re\{t\} < \frac{1}{2\sigma^2} \quad (4.34) \]

We define \( \epsilon = d_{ij}(L) + \gamma(L' - L) \). Using the Chernoff bound for \( t \in \mathbb{R}, t > 0 \),

\[
\sum_{L' = L+1}^{\infty} P(d'(L') - d'(L) > \gamma(L' - L)) = \sum_{L' = L+1}^{\infty} P(s > \epsilon) \leq e^{-d_{ij}(L)(t-2\sigma^2 t^2)} \sum_{L' = L+1}^{\infty} \left( e^{\epsilon \gamma (1 - 2\sigma^2 t) \frac{W}{2}} \right)^{-L' - L} \quad (4.35)
\]

which is finite if \( \frac{W}{2} \log_e (1 - 2\sigma^2 t) + t\gamma > 0 \). The slope of \( \frac{W}{2} \log_e (1 - 2\sigma^2 t) + t\gamma \) at \( t = 0 \) is \( -W\sigma^2 + \gamma \). By choosing \( \gamma > W\sigma^2 \), the conditions in (4.34) and 4.36 can be satisfied.

\[
\sum_{L' = L+1}^{\infty} P(s \geq \epsilon) \leq e^{-d_{ij}(L)(t-2\sigma^2 t^2)} \frac{1}{e^{\epsilon \gamma (1 - 2\sigma^2 t) \frac{W}{2} - 1}} \quad (4.37)
\]

where \( G(t) \) is independent of \( L \). From (4.34), \( t < \frac{1}{2\sigma^2} \quad \Rightarrow \quad t - 2\sigma^2 t^2 > 0 \). We can minimize this bound over \( 0 < t < \frac{1}{2\sigma^2} \). Let the minimizing value of \( t \) be \( t_1 \). Define \( E_1 = t_1 - 2\sigma^2 t_1^2 > 0 \). For \( t = t_1 \), the bound on the sum is exponentially decreasing with \( d_{ij}(L) \).

We have established two conditions on \( t \). Equation (4.34) requires that \( t < \frac{1}{2\sigma^2} \) and (4.36) requires that \( \frac{W}{2} \log_e (1 - 2\sigma^2 t) + t\gamma > 0 \). We have shown there always exists a value of the bias term \( \gamma \) in the metric, which results in this sum in the bound going to 0 exponentially with \( d_{ij}(L) \), irrespective of the rate \( R \). [124] used a similar condition to bound the rate \( R \) that sequential decoding can support, but actually this is only a consequence of the metric selected. In particular [124] used the Fano metric where \( \gamma \) is a function of \( R \), and hence a bound on \( R \) was obtained.
4.2.4.4 Case B: $0 \leq L' \leq L$

We now proceed to analyse the second sum in (4.31).

\[
d^i(L') - d^i(L) = \sum_{k=1}^{WL'} (x_k^i - y_k)^2 - \sum_{k=1}^{DL} (x_k^i - y_k)^2
\]

\[
= -d^j(L') - 2 \sum_{k=1}^{WL'} n_k (x_k^i - y_k^j)
\]

\[
- \sum_{k=WL'+1}^{DL} (n_k - (x_k^j - x_k^i))^2
\]

We define \( s = d_2(L') - d_3(L, L') \). \( d_2(L') = -2 \sum_{k=1}^{WL'} n_k (x_k^i - y_k^j) \) is distributed as \( \mathcal{N}(0, 4\sigma^2 d^j(L')) \). \( d_3(L, L') = \sum_{k=1}^{WL} n_k (x_k^j - x_k^i)^2 \) and hence has a non-central \( \chi^2 \) distribution with \( N = W(L - L') \) degrees of freedom, non-centrality parameter \( d^2 = d^j(L) - d^j(L') \). \( d_2(L) \) and \( d_3(L, L') \) depend on non-overlapping segments of the i.i.d noise and hence are independent. Thus, the mgf of \( s \) is given by the product of mgfs,

\[
\phi_s(t) = e^{2\sigma^2 d^j(L') t^2} \frac{e^{(-d^j(L') + d^j(L)) t}}{(1 + 2\sigma^2 t)\frac{W(L - L')}{2}}, \ Re\{t\} > -\frac{1}{2\sigma^2}
\]

We define \( \epsilon = d^j(L') + \gamma(L' - L) \). Using the Chernoff bound, for \( t \in \mathbb{R}, t > 0 \),

\[
\sum_{L'=0}^{L} P(d^i(L') - d^i(L) > \gamma(L' - L)) = \sum_{L'=0}^{L} P(s > \epsilon)
\]

\[
\leq e^{-d^j(L') \left( \frac{t}{(1+2\sigma^2 t)} \right) \sum_{L'=0}^{L} d^j(L') \left( -t + 2\sigma^2 t^2 \frac{L'}{1+2\sigma^2 t} \right)}
\]

\[
\cdot e^{-(L' - L)[t\gamma - W\frac{1}{2}\log_e(1+2\sigma^2 t)]}
\]
For $t > 0$, $(-t + 2\sigma^2 t^2 + \frac{t}{1 + 2\sigma^2 t}) > 0$. Further, $d^{ij}(L)$ monotonically increases with $L$.

Thus, we can upper bound (4.43) by replacing $d^{ij}(L')$ by $d^{ij}(L)$.

$$
\sum_{L'=0}^{L} P(s > \epsilon) \leq e^{-d^{ij}(L)(t-2\sigma^2 t^2)} \sum_{L'=0}^{L} e^{-(L'-L)[t\gamma - W \frac{t}{2} \log_e(1+2\sigma^2 t)]} \leq e^{-d^{ij}(L)(t-2\sigma^2 t^2)} \frac{e^{L[t\gamma - W \frac{t}{2} \log_e(1+2\sigma^2 t)]}}{1 - e^{-[t\gamma - W \frac{t}{2} \log_e(1+2\sigma^2 t)]}} \leq H(t)e^{L\phi} e^{-d^{ij}(L)(t-2\sigma^2 t^2)}
$$

(4.44)

(4.45)

(4.46)

where $H(t)$ is independent of $L$ and $\phi = t\gamma - \frac{W}{2} \log_e(1 + 2\sigma^2 t)$. Note that $\phi \geq 0$ since $\gamma > W \sigma^2$ and that $\phi$ is convex in $t$. For $t < \frac{1}{2\sigma^2}$, $(t - 2\sigma^2 t^2) > 0$. We can optimize this bound over $t < \frac{1}{2\sigma^2}$. Let $t_2$ be the optimizing value. Define $E_2 = t_2 - 2\sigma^2 t_2^2 > 0$. For $t = t_2$ this bound decreases exponentially with $d^{ij}(L)$.

4.2.4.5 Combined Bound

Since (4.38) and (4.46) show that each of the two sums in (4.31) decreases exponentially with $d^{ij}(L)$, so does the LHS of (4.31). Define $\mu = \min(E_1, E_2)$.

$$
P([L^j > L]) \leq H(t_2)e^{L\phi} e^{-d^{ij}(L)(E_2)} + G(t_2)e^{-d^{ij}(L)(E_1)} \leq e^{-d^{ij}(L)(\mu) + L\phi} (H(t_2) + G(t_1)) \leq \beta e^{-\mu d^{ij}(L) + L\phi}
$$

(4.47)

(4.48)

(4.49)

where our choice of $t_1, t_2$ and $\gamma$ ensures that $\mu > 0$. We see that the bound does not depend on the specific path $j$ but only on its distance $d^{ij}(L)$. So, we define $[L_d > L]$ to be the event that a particular path of length $L$ in $S_u$ at a distance $d$ from path $i$ is extended. Since there are only a countable number of paths $j \in S_u$, the distance $d = d^{ij}(L)$ for some path $j$ can only take a countable number of values. We form a discretization of the real line from $d_c(r)$ to $\infty$, every $\delta$ step length. We define the summation to be over $d_c(r), \ldots, d_c(r) + k\delta, \ldots$

Then $n_d$ denotes the number of incorrect paths in $S_u$ whose distance from the correct path.
at length $L$ lies between $d$ and $d + \delta$. We assume that $n_d \leq e^{d\xi} < e^{d\mu}$ (i.e., $\xi < \mu$).

$$P(\cup_j [L^j > L]) \leq \sum_{d = d_c(L)}^{\infty} n_d P([L^d > L])$$

$$\leq \sum_{d = d_c(L)}^{\infty} \beta e^{-(\mu-\xi)d + L\phi} \leq \frac{\beta e^{-(\mu-\xi)d_c(L) + L\phi}}{1 - e^{-(\mu-\xi)\delta}}$$  \hspace{1cm} (4.50)

For this bound to be practical, we require that $(\mu - \xi)d_c(L) - L\phi$ be positive, that is $d_c(L) > r_d L$, where $r_d = \frac{\phi}{\mu-\xi}$. This presents a lower bound on how fast the CDF must grow. Based on our initial definitions, $L = \frac{1}{\tau} \log_2(N_u)$, and so we have the final bound from (4.28).

$$P(C_u > N_u) < \beta \frac{e^{-(\mu-\xi)d_c(\log_2(N_u)) + \frac{1}{\tau} (\log_2(N_u))\phi}}{1 - e^{-(\mu-\xi)\delta}}$$  \hspace{1cm} (4.51)

Increasing $\gamma$ beyond $W\sigma^2$ in Case A increases $\mu$ but also increases $\phi$. These two equations show the effect of the choice of bias on computational complexity of sequential decoding. The bias $\gamma$ could be chosen to balance the computations in Case A (4.38) and Case B (4.46) (perhaps by performing a line search). The optimal value will depend on the specific CDF of the code. We do not optimize $\gamma$ in this sub-section, but use $R$. Another choice of $\gamma$ was derived in the previous sub-section and that can be analysed using the methods below as well.

4.2.4.6 Upper Bound on Error Probability

We have reduced the bound in (4.49) to exactly the same form as in [124]. We can use the same arguments as [124] to bound the probability of error. We present their arguments for completeness.

A proto-error $E_{Pu}$ is the event that an incorrect path $j$ in $S_u$ has a higher metric at the point of merger with the correct path $i$ than the minimum metric along path $i$ beyond $u$ [125], [124]. No decoding error can occur without a proto-error. $E_{u}$ is the event that
error occurs in $S_u$. Let path $j$ merge with path $i$ at depth $L_m$.

$$P_{E_u} \leq P_{E_{P_u}} \leq \sum_{j \in S_u} P(M^j(L_m) > M_{min}^i) \leq \sum_{j \in S_u} \beta e^{-\mu d(L_m) + L_m \phi} \quad (4.52)$$

where we used (4.49). Now, from the lower bound on growth $d_c(L_m) > r_d L_m$

$$P_{E_u} < \sum_{j \in S_u} \beta e^{-d\omega} = \sum_{d=d_{free}}^{\infty} w_d \beta e^{-d\omega} \quad (4.53)$$

where $\omega = r_d \mu - \phi$. We discretize $d$ again from $d_{free}$ with some parameter $\delta'$, and define $w_d$ to be the number of paths in $S_u$ with merging distance between $d$ and $d + \delta'$. By definition, $d \geq d_{free}$ where $d_{free}$ is the free distance of the tree code. If $w_d \leq e^{d_{free} \rho} < e^{d_{free} \omega}$,

$$P_{E_u} < \eta e^{-(\omega - \rho)d_{free}} \quad (4.54)$$

where $\eta = \frac{\beta}{1 - e^{-\delta'(\omega - \rho)}}$.

4.2.4.7 Discussion of results

As mentioned in the introduction, our proof holds even when the transmitted symbols are dependent. We consider a few special cases. Recent work in detection for sensor network applications [15] and decoding lattice codes [121] has resulted in interest in sequential decoding for new applications. An implication of our results to these problems is that rather than using the Fano metric, which works well for good convolutional codes, the metric bias should be tuned for each application for better performance (see for example [103]). Reference [121] raised the question of pre-processing such that lattice codes can be decoded efficiently by sequential decoding. We suggest that pre-processing that optimizes the squared Euclidean column distance function could be useful in improving the performance of sequential decoding. In [15], a model was suggested for sensor net-
works with the environment being discrete and each sensor has a specific field of view. The sensor output could be a real value (such as the weighted sum of sensed regions with additive Gaussian noise). Modifying the sensor to obtain a larger column distance function can result in faster and more accurate performance of sequential decoding. The accuracy increase is because any real system must have a practical bound on the number of allowed computations as shown in Chapter 5 [115].

The case of transmission of real values across Gaussian ISI channels is also of interest in applications such as wireless communication and large memory ISI channels in data storage systems [127]. One example is shown in Figure 4.13. Two channels were chosen as shown in Figure 4.13(a) to have the same partial energy sums. The reason for highlighting the partial energy sums is that this is the metric used to evaluate channels for performance with sequential detection, such as the minimum phase processing front end for Decision Feedback Equalizers (DFEs). Partial energy sums are important for DFEs since DFEs cannot backtrack and the probability of error is determined by the probability of first error. Sequential decoders can backtrack and hence their performance is determined by the CDF. Analysing (4.51), we see that if we require the computation to be small ($N_u$ small) this depends on $d_c(\frac{1}{N} \log_2(N_u))$, which is the initial part of the CDF. This implies that the initial part of the CDF is the most important in deciding the performance of sequential decoding.

Since higher rate codes can be expected to have slowly increasing CDF (because codewords are packed closer together), there will exist a maximum rate beyond which sequential decoding is inefficient. This is shown by the improved performance of the channel with one negative tap weight. This channel has a better (larger) CDF, in the beginning, which grows worse later. Yet it has the same partial energy sums as the channel with all positive weights.

In this sub-section we have proved a bound on computation and error rate for a par-
Figure 4.13: Performance improvement of sequential decoding with rapid initial CDF over an ISI channel - a comparison of minimum phase and maximum phase channel response. Number of node extensions was limited to 10000 for a length 1000 target vector.
ticular tree code with real symbols transmitted over an AWGN channel. While we have followed [124], we made substantial changes to account for the continuous Gaussian channel. We proved that for a metric of the form of (4.27) (parameterized by $\gamma$), there exists a value of $\gamma$ such that the number of computations in each incorrect subset is bounded by a quantity which exponentially decreases with the column distance function $d^{ij}(L)$, as long as the code meets certain criteria. The criteria are that (i) $d^{ij}(L)$ grows faster than a specified linear function of $L$ and (ii) the number of partial paths $j$ of length $L$ having $d^{ij}(L)$ between $d$ and $d + \delta$ be limited.

In [124] a bound on rate $R$ was obtained, but we point out that this was a consequence of their particular choice of metric, the Fano metric. Comparing the conditions on $t$ in (4.34), (4.36) and (4.41), we note that the parameter $\gamma$ represents a trade-off which determines the performance of sequential decoding. Optimizing $\gamma$ for particular codes would be an interesting direction of future research.

While here we have demonstrated the usefulness of the CDF in predicting algorithm computational complexity in Chapter 5 we will show how to use this results to design measurements that can be decoded efficiently with sequential decoding.

We finally mention that almost all the results here about sequential decoding can, in some form, be extended to cases with mismatch and uncertainty. Since these results will again only be useful in a case-by-case basis depending on situation specific parameters, we do not display these results here.

4.3 Algorithms for Handling Uncertainty

In this last section we present some suggestions on how to use the intuition behind the analysis of Chapter 3 to design practical decoders that work with model and parameter uncertainty. We are motivated by physical applications such as sensor networks [83], [111]
CDMA systems [66] or DNA microarrays [128], where all the system parameters may not be known and have to be learned from data or provided by an expert.

Sensor network applications, such as, habitat monitoring [129], or border monitoring [111] are susceptible to variations in sensor parameters [130] and other uncertainties. Calibration in these networks, requires a controlled input or knowledge of the correlations between sensor measurements from a model of the phenomenon being sensed [131]. However, there are often model errors due to mismatches in control input, error in physical model, errors in reference sensors, or absence of good sensor models [130]. Perfect calibration can become expensive or infeasible, especially in large networks. In addition, sensor networks have a large number of sensors, and in these must be individually calibrated before accurate large-scale detection can be performed. Even if calibration is possible, environment perturbations can cause drift and uncertainty over time. For sensor networks to gain widespread use, we still require application oriented performance guarantees.

In this section, we will study two algorithmic approaches to the problem of detection with uncertain model parameters. The first approximates the computationally infeasible decoder analyzed in Section 3.3.4 using the CE method from Section 4.1. We will see that decoding with uncertainty is possible at the cost of some increase in decoding complexity. Our second approach is a variant of the Expectation Maximization (EM) algorithm [132] that has found many uses in the communication [133] and coding [134] when parameter uncertainty is a problem. We present a slight variant that directly estimates the input (which is what we are interested in) as opposed to estimating the uncertain parameter (which is the output of the conventional EM algorithm). This approach seems cleaner since it directly estimates the object of interest and must have been discovered in the past. Since we were unable to find it in the literature we present the derivation here for completeness.
4.3.1 The cross entropy method with uncertainty

The CE method from Section 4.1 reduces to the ML decoder as the number of samples at each iteration $N \to \infty$. The analysis in Section 3.3.3 suggested a computationally infeasible decoder, which maximized the average of likelihoods (4.55), for situations with parameter uncertainty. We will now see how to use the CE method to approximate this new decoder as well.

In Section 3.3.3 we analyzed a decoder that maximized

$$s^C(x_i, Y) = \frac{1}{|\Theta|} \sum_{\theta \in \Theta} P_\theta(Y|x_i) = \frac{1}{|\Theta|} \sum_{\theta \in \Theta} \prod_{u=1}^{n} P_\theta(Y^u|x_i^u)$$  (4.55)

and showed that this decoder was (in some sense) minimax optimal. Since the CE method is a general discrete optimization algorithm, we design a CE method to maximize (4.55). Note that we can also derive a threshold or stopping criterion for the CE method as we did in Section 4.1. We now study its performance and compare it to the CE method without uncertainty, which uses the score $P_{\theta_*}(Y|x_i)$ with the correct value $\theta_*$ of the parameter $\theta$.

A simple simulation experiment demonstrating some interesting computational properties is shown below.

We simulate the case with binary inputs, $\mathcal{V} = \{0, 1\}$ and probability of 1, $p = 0.4$ and the function $\Psi$ is the SUM of measured inputs. We use two noise models. In $P_{Y|X}^{(1)}$, $P_{Y|X=1}^{(1)}$ (the first row) is [.7 .15 .05 .05 .03 .02] and all other rows are circular shifts of the first row. In $P_{Y|X}^{(2)}$, $P_{Y|X=1}^{(2)}$ (the first row) is [.02 .7 .15 .05 .05 .03] and all other rows are circular shifts of the first row. We choose these odd looking $P_{Y|X}$s so that there is a substantial difference in the noise models, yet both still have the same capacity. We use input vector length $k = 200$.

In Figure 4.14 we see a validation of the analysis of decoding with uncertainty in Section 3.3.3. The CE method with the metric from (4.55) approaches the performance of the
4.3 Algorithms for Handling Uncertainty

Figure 4.14: Performance of CE with uncertainty decoder for $p = .4$, $D = .04$, $c = 5$, SUM measurements and $P_{Y|X}$ consists of circular shifts of [.7 .15 .05 .05 .03 .02]. We see that an increase in complexity, as measured by number of samples $N$, is required to achieve performance of CE decoder without uncertainty.

CE method. This handling of uncertainty does not come for free in that the complexity of the CE method with uncertainty, as measured by number of samples $N$ in each CE iteration, is orders of magnitude larger when there is parameter uncertainty at the decoder, even when they both achieve the same error rate. Developing a better understanding of how uncertainty effects the computation, accuracy and number of measurements trade-offs is a very interesting direction of future research.

4.3.2 Expectation Maximization for detection with parameter uncertainty

In Chapter 3, we analyzed optimal MAP or ML decoders for decoding with uncertainty, which are too computationally complex to be practical in general. In the previous subsection, we looked at the CE method that used the intuition behind the analyzed decoders to develop a practical algorithm for handling uncertainty. We also showed some of its
properties with simulations.

In this sub-section we take a different approach based on the EM algorithm [132]. But our derivation is different, in that, we do not estimate the unknown (channel/measurement) parameter but directly detect the input with uncertainty. We have included the derivation here for completeness since we could not find a similar approach in the literature. Evaluating this algorithm and comparing it with other similar algorithms is not undertaken here.

We first outline the basic version of the EM algorithm. The ‘data’ is divided into two parts the good data $D_g$ and the missing data $D_b$. We want to estimate a parameter $\theta$, and start with an initial estimate $\theta^0$. We define a quality function

$$ Q(\theta; \theta^i) = E_{D_g} [\log p(D_g, D_b; \theta|D_g; \theta^i] $$

(4.56)

We then choose as our next estimate of $\theta$, $\theta^{i+1} = \arg \max_{\theta} Q(\theta; \theta^i)$.

The EM algorithm is used to estimate uncertain parameters in channel coding, using exactly the formulation above. However, in our case we are not interested in estimating the parameter $\theta$, but rather detecting the input vector $v$. This leads to a different form of the EM algorithm, which we derive below.

In our model, the unknown sensor parameter $\theta$ corresponds to the missing data $D_b$. The noisy measurements $Y$ correspond to the good data $D_g$, and the parameter to be estimated (the original $\theta$) correspond to the environment $V$. With this in mind,

$$ Q(\theta; \theta^i) = E_{D_g} [\log p(D_g, D_b; \theta|D_g; \theta^i] $$

(4.57)

$$ = \sum_{\theta \in \Theta} p(\theta|Y, V_i) \log p(\theta, Y|V) $$

(4.58)

Consider the first term,

$$ p(\theta|Y, V_i) = \frac{p(Y, V_i|\theta)p(\theta)}{p(Y, V_i)} $$

(4.59)

$$ \propto p(V_i)p(Y|V_i, \theta)p(\theta) $$

(4.60)
We define this as,

\[ r_t(\theta) = \prod_{j=1}^{k} p(V_j^t) \prod_{t=1}^{n} p(y^t|x^t, \theta)p(\theta) \]  

(4.61)

which can be calculated, for fixed \( \theta \) by counting the locations \( t \) with \( y^t = y \) and \( x^t = x \), \( \forall y \in Y \) and \( \forall x \in X \). Now,

\[ V_{i+1} = \arg\max_V \sum_{\theta \in \Theta} r_t(\theta) \log p(\theta, Y|V) \]  

(4.62)

\[ = \arg\max_V \sum_{\theta \in \Theta} r_t(\theta) \log p(Y|V, \theta) \]  

(4.63)

\[ = \arg\max_V \sum_{\theta \in \Theta} r_t(\theta) \log \prod_{m=1}^{M} f_m(Y^m, V^m, \theta) \]  

(4.64)

\[ = \arg\max_V \log \prod_{m=1}^{M} \prod_{\theta} f_m(Y^m, V^m, \theta) \]  

(4.65)

where \( p(Y|V, \theta) \) factorizes with \( M \) factors \( f_m(Y^m, V^m, \theta) \).

We recall that in our measurement/sensor network problem these factors are

\[ f_m(Y^m, V^m, \theta) = p_\theta(Y^m|\Psi(V^{m1}, \ldots, V^{mc})) \]  

(4.66)

The maximization in (4.65) is an inference step. Exploring the performance of different inference algorithms, such as BP from Appendix B or the CE method, when combined with the EM algorithm, is a very interesting direction of future research.

While this chapter alternated between heuristics which draw intuition from our previous analyses, asymptotic analysis of algorithm performance and rigorous computational characterization of algorithms we hope that it sheds some light on the (complex) question of algorithm selection for sparse measurement systems. In the next chapter we will see examples of how these algorithms can be applied to real problems and, going further, show how the results of this chapter can be used to guide algorithm design.
In this chapter we show how the analysis from Chapter 3 and the algorithmic understanding developed in Chapter 4, can be used fruitfully to study some of the applications we described in Chapter 2. In particular, we are interested in designing sparse measurement systems for these applications. We view a measurement system as including the nature of the input, the physics of the measurement process, the structure of the measurement graph and the noise introduced in the sensing. In addition, our definition of a system encompasses the algorithm used to detect the inputs being measured. We will see in this chapter how thinking about the measurement system as including both the physical parts and the detection algorithm can be used profitably in the design of sensing systems.

This chapter can be broadly divided into two parts. In the first part, consisting of Sections 5.1 and 5.2, we show how some of the structures, analyzed in Chapter 3, and the algorithms, developed in Chapter 4, perform in real sparse measurement applications. This establishes that sparse measurements arise in practice and that the algorithms we have studied have practical merit. Then, in Sections 5.3, 5.4, 5.5, 5.6, we discuss how our asymptotic
theory from Chapter 3 and analysis of algorithms from Chapter 4, lead to ways to improve the practicality and performance of these measurement systems. This will demonstrate how we can use the results of this thesis to inform the design of practical measurement systems.

5.1 Practical experiment: Group testing for drug discovery

The use of group testing for drug discovery was described in Section 2.2. Our data is from a pooling experiment for a drug discovery application [1]. We describe the data collection from [1] below.

For these experiments, [1] used the MicroSource Spectrum 2000 collection. The compounds in the SPECTRUM Collection provide a range of biological activities and structural diversity especially for screening programs. All 2000 compounds were screened at the University of Michigan Center for Chemical Genomics to identify small molecules that inhibit the binding of $RGS4C$ with $G\alpha_0$. From these compounds a subset of size 316 of the most active compounds was used in the proof-of-concept pooling experiment. A mosquito robot (TTP LabTech, Melbourn UK) was used to perform the tests.

These 316 compounds were run in singleplex (each compound tested individually) and in multiplex (group testing). The group testing strategy or design was based on the Shifted Transversal Design (STD) [135] with pool size $c = 4$ (which corresponds to measurement size in our sparse measurement model) and rate $R = 1$. However, for our experiments we will use $R = \frac{4}{3}$ by dropping a fraction of the tests. This results in a sparse regular graph with $c = 4$ and $d = 3$. We will return to a comparison of this deterministic STD design with our random sparse regular ensemble design in Section 5.1.2.

The activities of the 316 compounds were tested individually twice (Singleplex 1 and 2) and are shown in Figure 5.1, reprinted with permission from [1]. The connection between
Compounds in the larger compound screen described earlier titled Singleplex Figure – shows the result of this comparison.

Figure 4.6: The inhibition per plate for compounds from the MS-2000 library from two separate singleplex (one-compound-one-well) runs are shown in blue circles. The dashed lines represent a SD cutoff applied to each singleplex run separately. The consensus hits are highlighted with green diamonds and the dissimilar hits are highlighted with red squares. The well numbers for these hits are displayed.

Compounds that inhibited the TR-FRET signal ≥ SD from the mean percent inhibition measurements of the negative control and compound wells, taken together, were classified as active compounds or ‘hits’. The cutoff applied to data from the two singleplex runs is shown in Figure –. The cutoffs were applied separately to both the singleplex runs. Compounds that showed greater than SD inhibition (dashed line) in both runs were classified as ‘consensus hits’ (highlighted with green squares) – these included compounds in wells G7, G7, G7, B7, G7, and G7. Compounds that showed greater than SD inhibition in only one run were classified as ‘dissimilar hits’ (highlighted with red squares) – these included compounds in wells B7, C7, F7, M7, and E7. The differences between the two runs give a sense of the false testing errors that can occur in automated screening. A false positive result wrongly classifies an inactive compound as active and a false negative result wrongly classifies an active compound as inactive.

Figure 5.1: The %Inhibition (per-plate) for 316 compounds from the MS-2000 library from two separate singleplex (one-compound-one-well) runs. Reprinted with permission from [1].

the %Inhibition shown there and the activity of the compounds is explained in detail below. Compounds that showed activity in both runs were classified as ‘consensus hits’ (highlighted with green squares). The differences between the two indicates how noisy drug discovery testing can be, and why even rate R = 1 pooling may be useful if a reduction in the noise can be shown. We show results on rate R = \( \frac{4}{3} \) pooling to demonstrate how group testing can both reduce the number of tests and compensate for noise.

In the rest of this section, we compare a few detection algorithms that aim to find which input chemicals are active given the fluorescence output from the pools. Unfortunately, even though we have the two singleplex results we do not know which chemicals are actually active because of the disagreement between the two individual tests. We can only hope that the output of our algorithms is consistent with the consensus hits from Figure 5.1. In addition, we do not have enough details on pooling process to construct good models for the noise. For the detection algorithms we will use simple Gaussian or Laplacian noise models.
So, given a difference in result, it will be unclear if this is because of model mismatch or because of the algorithm. We get around this in two ways.

The first approach is to compare the likelihood or cost of the input found by each algorithm, assuming that the model is correct. A better detection algorithm should return a lower cost estimate. The second approach is to consider the stability of the result. We see what happens to the solution when more measurements are added. We will actually see that all algorithms find the same two inputs as positive (G15 and G21) when all 316 measurements \((R = 1)\) are used but have different outputs with \(R = \frac{4}{3}\). Finally, we will also do some simulations, motivated by the experiments, to compare algorithms and structures.

### 5.1.1 CE vs. BP for practical pooling

We now compare the performance of two of the algorithms, the Cross Entropy method and Belief Propagation, on this real data. We already saw that CE was the better choice for many pooling-type problems with \(c > 3\). Since that is the case here \((c = 4)\) we expect to see this benefit here as well.

We are interested in finding which inputs are active and which are not - as opposed to finding the activity levels of all the inputs. This is realistic since any chemical marked as active will be re-screened many times in future tests so that exact activities levels can be assessed later. To model this we consider the input to be discretized to two levels, corresponding to active and inactive. Thus the input alphabet is \(\mathcal{V} = \{0, 1\}\). The expected output florescence reading in each pool \(X^j\)'s for \(j = 1, \ldots, n\) can be written in terms of the input activities \(V^i\)'s for \(i = 1, \ldots, k\) as

\[
\Sigma^j = \sum_{i \in \mathcal{N}(Y^j)} V^i
\]

\[
X^j = a \frac{\Sigma^j + b}{1 + \Sigma^j}
\]
where \( \mathcal{N}(Y^j) \) are the inputs pooled in pool \( j \) and \( a \) and \( b \) are unknown constants. This is just a re-writing of (2.1) which models the non-linear measurement function inherent in the chemistry of pooling for drug discovery. The constant of proportionality is in general unknown and depends on the concentrations and re-activities of the chemicals involved in the test.

We estimate these constants from the positive and negative control wells that were a part of the test [1]. Given these constants we now have a sparse measurement network with \( c = 4 \) and a non-linear measurement function of the form of (5.2).

We do not have a way to estimate the noise model or the prior on the input being active or inactive. From the data we see that there are a number of spikes (both positive and negative) indicating that the noise is unlikely to be Gaussian in distribution. We enforce a sparsity prior on the inputs and a Laplacian penalty on the reconstruction error, leading to the following optimization problem, with regularization parameter \( \lambda \).

\[
\min_{\mathbf{V}} \|\mathbf{V}\|_0 + \lambda \|\mathbf{X} - \mathbf{Y}\|_1
\]

subject to

\[
X^j = \frac{\sum^j + b}{1 + \sum^j} \quad \forall j \in 1, \ldots, n
\]

\[
V^i \in \{0, 1\} \quad \forall i \in 1, \ldots, k
\]

\[
\sum_{i \in \mathcal{N}(Y^j)} V^i
\]

We do not have estimates of the noise model and we set \( \lambda = 1 \) in (5.3) above. Because the above optimization problem factors according to the (local) constraints, we can use BP to solve it. In addition, we can also use the CE method to solve such discrete optimization problems. Hence, we proceed to compare these two algorithms. Another way to look at the above problem is stating it as an detection problem with a Laplace noise distribution,
with appropriately chosen parameters. Different choices of the Laplacian parameters and the prior on inputs lead to different values of $\lambda$ in the above problem.

The results of running BP and the CE method on the data are shown in Figures 5.2(a) and 5.2(b). We see that one of the chemicals $G_{15}$ was found as active by both algorithms while CE found another $G_{21}$ as an additional hit. The cost of the assignment found (according to (5.3)) by BP was 41.5964 and for CE was 40.7535 indicating that CE is the better search algorithm since it found a better assignment. Also, note that $G_{15}$ and $G_{21}$ were active in both the singleplex experiments in Figure 5.1.

### 5.1.2 CE vs. L1 for practical pooling

An alternative to the non-linear approach taken in the previous sub-section is to re-parametrize the above problem as a linear one [1] and apply ideas from Compressed Sensing [19]. Rather than deal with the output fluorescence directly, [1] estimated the unknown constants to calculate new measurements $T$ that are noisy versions of the SUM of the inputs.
exactly like our SUM model of pooling from the previous chapters.

\[ T^j = \frac{ab - Y^j}{Y^j - a} \] (5.7)

where \( \mathcal{N}(Y^j) \) specify the same measurement structure as before. If we assume the noise is Gaussian distributed, we end up with the following problem,

\[
\min_{V} ||V||_0 + \lambda ||\Sigma - T||_2^2
\] (5.8)

subject to

\[
\Sigma^j = \sum_{i \in \mathcal{N}(Y^j)} V^i
\] (5.9)

\[
V^i \in [0, 1] \ \forall i \in 1, \ldots, k
\] (5.10)

Kainkaryam [1] applied L1-regularized L2-minimization, solving the following relaxed problem.

\[
\min_{V} ||V||_1 + \lambda ||\Sigma - T||_2^2
\] (5.11)

subject to

\[
\Sigma^j = \sum_{i \in \mathcal{N}(Y^j)} V^i
\] (5.12)

We note that the noise in the data does not seem to be Gaussian, especially after the non-linear transforms applied above and that the activities should lie between 0 and 1 in general. So we instead focus on the problem below.

\[
\min_{V} ||V||_0 + \lambda ||\Sigma - T||_1
\] (5.13)

subject to

\[
\Sigma^j = \sum_{i \in \mathcal{N}(Y^j)} V^i
\] (5.14)

\[
V^i \in \{0, 1\} \ \forall i \in 1, \ldots, k
\] (5.15)
This is a convex problem and can be solved efficiently [136]. Once we have a solution we round it using a threshold of $\frac{1}{2}$. We emphasize that this may not be completely fair to the convex optimization approach since output of the algorithm actually gives a much more detailed picture of the input. However, since we are, in general, interested in detection problems we follow this line of reasoning for now.

The discretized output of the convex optimizer is shown in Figure 5.3(a). We see there that it found the higher cost solution that BP also found in the previous sub-section. We also conducted an experiment where all 316 measurements are used, corresponding to a $R = 1$ pooling. In this case the output of CE and BP remained the same - as shown
in Figures 5.2(a) and 5.2(b) - but the output of the rounded convex optimizer changed as shown in Figure 5.3(b). When all the measurements are used the convex optimizer returns $G^21$ as well.

Since these results are somewhat unsatisfactory in terms of separating the algorithms in the absence of ground truth, we turn to simulations. We consider the case where the inputs are binary $V^i \in \{0, 1\}$, and the probability $p_V(V = 1) = 0.1$. The noise is Gaussian and we study the effect of changing the noise variance, corresponding to Problem 5.8. In Figure 5.4, we compare the output of the CE method and the solution obtained by rounding the solution of (5.11) to solve the non-convex problem (5.8). We see that here that for a fixed number of samples $N$ rounding the convex solution has better performance for very small noise levels though the CE method is better for larger noise levels. We see that a substantially larger number of samples $N$ is required for the CE method to perform well in low-noise situations, indicating high computational complexity compared to the convex optimization based decoder.
The results in this section demonstrate the applicability of the CE method to group testing problems. We now move on to a thermal sensing application to demonstrate the effectiveness of the SD algorithm.

5.2 Practical Experiment: Object Detection Using Thermal Sensors

In this section we study an application of the contiguous model in a sensor network application. We consider an experiment using thermal sensors. We conduct an experiment using the MLX90601KZA-BKA thermal sensor as described in detail in Section 2.3.1.

We set the sensor field of view at 26°C by adding an aperture as shown in Figure 4.6. We used the model shown in Figure 2.2 for the sensor’s sensitivity to radiation at different incidence angles. We obtained this model by fitting a function to the points provided in the sensor data sheet corresponding to the aperture we used.

In our experiments we used chemical heat pads as targets and pinned them on a flat surface. These pads achieved a temperature of about 50°C for an extended period of time, while the ambient temperature in the room was 23.7°C. The sensor was placed at a distance of 250mm from the plane and collected 1600 measurements of a 500mm × 500mm region. The sensor was mounted on two servo motors that panned and tilted the sensor. An example scan is shown in Figure 5.5 and Figure 5.6. Due to heat diffusion from the hot targets to nearby regions of the board, which is absent from our model, we apply a threshold to the data.

We processed the measurements using sequential decoding to obtain the detected field shown in Figure 5.7. The ground truth is shown in Figure 5.8. Using sequential decoding, only 2.7% of the grid blocks were misclassified with a sensor whose field of view included up to 100 grid blocks in each measurement.
5.2 Practical Experiment: Object detection using thermal sensors

Figure 5.5: Raw thermal sensor data indicating presence of 3 targets.

Figure 5.6: Raw thermal sensor data showing how noisy the readings are.
Figure 5.7: Sequential decoding estimate of target configuration using experimental data.

Figure 5.8: Ground truth from our experimental setup.
Now that we have demonstrated the applicability of our algorithms in very different sparse measurement problems we will see how the theory and algorithmic analysis we have developed can be used to guide better system design. We will show (i) how the random measurement analysis can be used to design better pooling structures and robust sensor networks and (ii) how our analysis of sequential decoding can be used to design algorithms and measurements with improved performance.

5.3 System Design: Group Testing

Given a group testing problem, such as the problem of drug discovery discussed in Sections 2.2.1 and 5.1, the measurement function and most parameters like the prior and noise model are fixed. An experiment designer can control only some aspects of the problem, such as which compounds are pooled in which wells and how many compounds should be mixed in a single pool. We will now explore (through simulations) how the theory we have developed could be useful in the design of pooling strategies for drug discovery or genetic screening.

5.3.1 Random vs. Shifted Transversal Designs for Pooling

In Section 5.1, compounds were pooled based on the Shifted Transversal Design (STD) of [135]. The STD is a combinatorial pooling design that aims to minimize the number of compounds that co-occur in different pools and to equalize the size of the intersection of different pools. It also has the added bonus that as long as a fixed (small) number of positives and read errors occur during the experiment, the true input can be unambiguously decoded.

We note that almost exactly the same intuition used by [135] has been used in the coding theory community [137, 138] for designing LDPC codes for BP based decoding and in the
design of measurement matrices for compressed sensing [139]. The algorithms described in [135] are also very similar to BP. We expect that the design and decoding strategies used in the coding theory community will be a good source of pooling designs in the future. However, for the LDPC code constructions to be practical in pooling applications, parameters like \( c, d \) and \( R \) need to be specified, which is exactly what our bounds provide.

We compare the STD design and the sparse regular measurement structures we described in Chapter 3. To recall, in order to generate a pooling design from the sparse regular ensemble we fix the pool size \( c \) and the number of times each input is pooled \( d \) (chosen based on the given number of input samples \( k \), prior probability, noise model and most importantly, our bounds) and choose uniformly from all bipartite graphs in the configuration model. Structures drawn from this ensemble do not have any worst-case guarantees of robustness to noise. However, we note that the guarantees for deterministic designs, such as the STD, are substantially worse than performance on average. Thus, the utility of most pooling strategies is demonstrated by simulation to determine average error rates [70, 135]. The utility of using our bounds is that we can determine when the performance of a group testing experiment will be sufficient, without running time consuming simulations.

We consider in Figure 5.9 the case where the pooling outputs are very noisy, and inputs are sparse. In our terminology we consider the case where pool size is \( c = 4 \), rate \( R = 1 \), probability of positive is \( p_V(V = 1) = p = .05 \) and allowable distortion is \( D = 0.008 \). However, based on the study from Section 5.1, we consider the relatively short input lengths \( k = 316 \) as more representative of practical problem sizes. We see that random designs have excellent performance for noisy pooling with CE decoding. We can also see the improvement in BP performance when random pools are used instead of STD designs. In addition, we expect that if BP decoding is used, then for designs based on LDPC codes, at appropriate \( R \), performance would be excellent (for large enough \( k \)). Note that the bound
in Figure 5.9 is a good predictor of algorithm performance, though the error rate does not drop to near zero because of a combination of the high noise level and short input lengths.

Finally, we note that random designs have been suggested for different group testing problems [7, 140, 141] and derandomization strategies have been recently explored [41] leading to more choices for pooling designs for group testing. These results cannot be directly ported to general sparse measurement systems, such as the drug discovery application, without estimates of the number of measurements and pool size required for the particular noise and prior. Our bounds, $C_{LB}^{REG}(D)$, provide the rate $R$ needed for a certain reconstruction fidelity $D$. For example, in a drug discovery pooling design the concentration of the chemicals can be changed at some increase in the cost of the experiments resulting in less noise in the pooling output. Similarly, in a genetic screening experiment increasing the number of reads (as discussed in Section 2.2.2) can reduce the errors at the cost of increasing time and resource usage. One fundamental question, that our bounds can
answer is, when is pooling useful in terms of the cost benefit trade-off?

We demonstrate how our bounds can answer such questions for a particular setting of the parameters in Figure 5.10 with $p_V(V = 1) = p = 0.1$ and $D = 0.002$. Here again we consider the reads noise model in (2.2) from Section 2.2 with different reads $r$. Recall that for this model a pool size of $c = 1$ is considered to be noiseless - definitely not the case based on our experiments - but we choose this to illustrate that pooling can be used to reduce the number of tests required even in this situation. In Figure 5.10 we see how the optimal pool size increases as the number of reads increases. This is expected, since for low reads this signal dependent noise model penalizes larger pool sizes. This is useful in system design, since it tells us what would be the benefit of pooling and what pooling strategy to use in different situations without running time consuming simulations.

We look at the reads model with failures from Section 2.2.3 and (2.3) in particular. We
Figure 5.11: Optimal pool size for different reads or concentrations for $p_V(V = 1) = p = 0.1$ and $D = 0.002$. More reads correspond to lower noise. Here we assume a failure probability of .05 so a pool size of 1 would achieve a rate of $R = .25$.

expect that the benefits from pooling will increase as other noise sources - such as system noise and mechanical read errors - are included in the noise model. This is shown in Figure 5.11, where we see that even for moderate reads, $r = 90$, pooling reduces the number of tests more than four fold as compared to testing each sample individually which would require a rate of $R = .25$ to achieve a distortion $D = 0.002$. This gain increases as each test becomes more error prone, in terms of (2.3), as the failure probability $p_f$ increases. Thus, pooling can not only reduce the number of tests required but also increase robustness to experimental noise.

### 5.4 System Design: Sensor Networks Robust to Uncertainty

From the practical experiments - both pooling and sensor network related - we learned that we cannot expect to have perfect knowledge of system parameters such as priors or
Figure 5.12: The use of heterogeneous measurements to compensate for mismatch. The dash/dot lines are rates achievable by measurements with different thresholds, at different mismatches in the gain. The true gain is 1. The solid line represents the rates achievable using a mixture of measurements.

We looked at the problem of mismatch and uncertainty from an information theoretic viewpoint in Section 3.3. We now consider measurement structures drawn from the arbitrary connections model. We will show how the insights from that theory can be used to design measurement structures robust to mismatch.

We look at a simple example where mismatch can cause a sharp drop-off in the performance of a measurement system (or equivalently a large increase in the number of measurements required to achieve a specified distortion), and where the bounds from the previous section can be used to guide the design of measurement systems. Each measurement measures $c = 5$ random locations. The measurement function takes an average of values within it’s field of view and then applies a threshold. The detector assumes that the environment takes values $\{0, 1\}$, but actually the values are $\{0, g\}$, where $g$ is a mismatched gain. The required rates for measurements with different thresholds, to achieve a
distortion of $D = .005$ are plotted with dash/dot lines in Figure 5.12. The sharp drop-off in rate indicates that the sensors are especially susceptible to the gain mismatch, which is not surprising given the threshold model. To ensure that the error criterion is always met despite the mismatches, we would need to use the measurements with the pessimistic ‘blue dash-dot’ threshold (near the bottom of the figure), which can achieve a rate of less than .035 which would require about 30 measurements per input. Alternatively, we can use a heterogeneous network, composed of $n_t$ measurements with threshold $t$, for each measurement type $t$. We use Corollary 6 combined with Corollary 5 which allows us to calculate the achievable rate for such a heterogeneous ensemble. So, if we know that mismatches are possible, and if we know the rates achievable with mismatch (using the results of the previous section), then we could use a mixture of measurements with different thresholds, which achieves the black solid curve in the figure - a rate of more than .1.

This is a simple example where we can use the formulas derived to determine a combination of measurements so that the measurement network is robust to mismatch. Other kinds of mismatches can be analyzed similarly, and in many cases it can be seen that a mixture of heterogeneous measurements is more robust to mismatch and uncertainty than networks with a single kind of measurement.

5.5 System Design: Modifying the Algorithm to Suit the Measurements

Returning to contiguous measurement networks, we show how the theory developed in Section 4.2.3.3 can be used to improve algorithm performance in a sensor network application. To recall, using Theorem 1, we first developed an intuitive understanding of the working of sequential decoding. This led us to the choice of appropriate metric as
\[ S_n = \sum_{i=1}^{n} \Delta_i, \text{ where } \Delta_i \text{ is the increment in the metric as each sensor is decoded.} \]

\[
\Delta_i = \log_2[P^{\gamma}(x_i)P_{Y|X}(y_i|x_i)] - \sum_{l=1}^{n} \log_2[P^{\gamma^*}(x_i^l)P_{Y|X}^{\lambda^*}(y_i^l|x_i^l)] - R[H(\hat{\lambda}^*||\lambda^*) - H(\hat{\gamma}^*||\gamma^*)]
\]

There are two requirements of a metric to be appropriate for sequential decoding. The first is that the expected value of the metric increase as the decoding of the target vector proceeds down the correct branches of the binary hypothesis tree. The second is that the metric should decrease along any incorrect path in the tree that is more than a distortion \( D \) from the true target vector. We analyzed the metric derived and prove that it satisfies these requirements for appropriate choices of rate \( R \) and representative joint type \( \lambda^* \).

The optimal decoding strategy in a contiguous sensor network application is Viterbi decoding. The computational complexity of Viterbi decoding increases exponentially in the size of the measurement \( c \). However the computational complexity of sequential decoding is empirically seen to be largely independent of the measurement size \( c \). This is illustrated in Figure 5.13, which compares the average running times of sequential decoding and Viterbi decoding. While Viterbi decoding is not feasible for measurements with large \( c \), sequential decoding is practical. Many real world sensors such as thermal sensors or sonar sensors have precisely such a large measurement sizes, demonstrating the need for sequential decoding algorithms.

The primary property of sequential decoding is the existence of a computational cutoff rate. In communication theory, the computational cutoff rate is the rate below which average decoding time of sequential decoding is bounded. The complexity of Viterbi decoding on the other hand, is almost independent of the rate. We demonstrate through simulations that such a phenomenon exists for detection in large-scale sensing problems using the new metric. This leads us to an alternative to the conventional trade-off between computational
complexity and accuracy of detection, where this trade-off can be altered by collecting additional sensor measurements, leading to algorithms that are both accurate and computationally efficient. The results of these simulations are shown in Figure 5.14.

Finally we compare the performance of sequential decoding when the new metric from (5.20) is used and when the Fano metric is used as a function of the tolerable distortion in Figure 5.15. The Fano metric does not account for the allowed distortion in any way and we can see that its performance is much worse. Our theoretical analysis showed that perfect reconstruction may not be possible from noisy measurements, requiring the specification of an allowed distortion. The results here show how to use the distortion to design algorithms. In addition, they demonstrate the applicability of the new metric we derived for SD.

5.6 System Design : Modifying Measurements to Suit the Algorithm

In this section, we continue our study of the contiguous model of sensor networks with a focus on the performance of SD for linear measurement functions $\Psi$. In these problems a network of linear sensors are used to solve a detection problem. The environment can be
Figure 5.14: Running times and error rates for sequential decoding at different rates for $c = 15$

Figure 5.15: Comparison of error rates of new metric and Fano metric for different tolerable distortions at rate 0.2 for $c = 15$
modeled as a discrete grid, and each sensor measurement is effected by a large number of
grid blocks simultaneously (defined by the field of view $c$ of the sensors).

We demonstrate how we can pre-process the measured data or the sensors to suit the
properties of a particular algorithm - in this case SD. We note that in general any processing
of sensor measurements cannot improve the performance of optimal ML decoding (by the
data processing inequality [101]). We show that certain processing can however improve
the performance of a particular sub-optimal algorithm substantially. Since we are limited
to sub-optimal algorithms in practice this is a useful/pragmatic approach to take.

Based on the analysis in Section 4.2.4, we see that sequential decoding will have better
computational properties when used with sensors that have larger initial Column Distance
Functions (CDFs). One possible approach to modifying the CDF is to pre-process sensor
measurements to somehow ‘simulate’ sensors with the desired CDF.

As shown in Figures 5.16 and 5.17 certain sensors require a much larger SNR to achieve
low error rate (and fast detection). Given sensor measurements from sensors of Type 2 or 3,
we can process the data (using a minimum phase pre-processing explained later) to simulate
sensors of Type 4 or 5, and improve performance. If an optimal detection strategy, in this
case a dynamic program (Viterbi decoding) were to be used, both sensor configurations
would have the same error rate at equal SNRs. Sensors of Type 2 or 3 are obtained by
zeroing out some parts of the field of view of sensors of Type 1, and would have a higher
error rate under optimal detection, but perform better under sequential decoding (for some
SNRs). The pre-processing is purely for computational reasons to better suit the algorithm,
leading to very interesting computational properties.

Our results from Section 4.2.4 derived results for sequential decoding of specific (i.e
not random) convolutional codes with real symbols over Gaussian memoryless channels,
or uncoded transmission over Gaussian Inter-Symbol Interference (ISI) channels. We note
that the contiguous sensor network with equal shifts can be viewed as just such a convolutional code. The results provide an upper bound for the distribution determined by the number of nodes \( C \) explored in each incorrect subset \( S \) as

\[
P(C > N) < \beta e^{\left((k) d_c \left(\log_2(cN)\right)\right)},
\]

(5.21)

for positive constants \( \beta \) and \( k \). We recall that we define the column distance function (CDF) \( d_c(r) \) to be the minimum over all pairs of environments of the Euclidean distance between the sensor measurement representations of two environments that differ in at least the first of \( r \) locations. The upper bound decreases exponentially with increasing CDF. Also, because of the \( \log \) function, if lower computation is required the initial part of the CDF should increase rapidly. This can be intuitively justified as follows. A rapidly increasing initial CDF means that as we search the tree, if noise causes us to start along an incorrect sub-tree, within a few steps it looks very different from the correct path. The algorithm uses its metric to detect this and returns to the correct path without wasting too much computation. So sequential decoding will have better computational properties when used with sensors that have larger initial CDFs.

Finding the optimal pre-processing that maximizes the CDF of the code would be an ill-posed problem unless constraints are placed on what the pre-processing can do to the noise. One constraint would be that the SNR of the resulting code should be maintained the same. Another could be that the noise should remain white. Also, a search over all possible transformations of the data would be infeasible. So, in this initial work, we restrict ourselves to linear pre-processing of the sensor measurements.

At this point it would be interesting to draw a parallel with another algorithm that is used in communication receivers, the Decision Feedback Equalizer (DFE). The DFE is derived assuming that the feedback (consisting of previously estimated symbols) is correct.
However, there is no way for the decoder to backtrack and correct past mistakes. Thus, the error probability of the DFE is determined by the probability of first error. The DFE searches for the best linear pre-processing that keeps the noise white while maximizing the column distance when only one error is made. In contrast, the sequential decoder is allowed to backtrack and hence other error vectors need to be considered. Thus, sequential decoding seeks to maximize the initial CDF, where CDF is calculated against all error vectors.

We have found that maximizing the initial CDF is computationally complex, requiring computation exponential in the field of view of the sensor. However, when only error vectors with errors in just the first location are considered, the problem becomes much easier. The best linear pre-processing that keeps the noise white while maximizing the minimum Euclidean distance between two environments that differ in only the first location, is the min-phase solution i.e., the processing of measurements $Y$ that converts the effective sensing function into a minimum phase signal. We show some results in Figure 5.17. If we use the min-phase processing, sensors of Type 3 can be converted into sensors of the Type 5. This gives us substantial improvement in the performance of sequential decoding, even though we have found a sub optimal preprocessing. The optimal filter to obtain a min phase equivalent is acausal and IIR and is stable if filtering is performed sequentially in a reverse direction. If the filtering is considered too computationally complex then there exist finite approximations such as the FIR-DFE and MMSE-DFE which are computationally much less demanding and as an added bonus are more suitable for distributed detection. The results in Figures 5.16 and 5.17 shows how filtering to produce a min phase filter can substantially improve the performance of SD.

The method presented works very well for many sensor functions. However, we discuss a special case where it fails because of an interesting property of functions. The solution turned out to be the min-phase spectral factorization of the PSD of the linear sensing func-
Figure 5.16: Performance improvement of sequential decoding with rapid initial CDF over an ISI channel - a comparison of minimum phase and maximum phase channel response. Number of node extensions was limited to 10000 for a length 1000 target vector.

Figure 5.17: Performance improvement of sequential decoding with rapid initial CDF over an ISI channel - a comparison of minimum phase and maximum phase channel response. Number of node extensions was limited to 10000 for a length 1000 target vector.
tion. One interpretation of the min phase solution is that it is obtained by moving all zeros of the original transfer function inside the unit circle. In situations where the zeros of the sensing function are close to or on the unit circle then the min-phase equivalent and the original sensing function will be largely similar and there is not much gain in the min-phase modification. Some sensor functions are symmetric in the spatial dimension, and coefficients do not grow very rapidly from one coefficient to the next. The \( z \) transform of such sensing functions results in a special kind of palindromic equation. From the fundamental theorem of palindromic polynomials, such equations have all their zeros on the unit circle and hence the min-phase solution will be the same as the original symmetric function. One example is the sensing function of Type 1 (the averaging sensor). In such cases, we need to modify the sensor to break the symmetry of the sensor.

In many ‘real’ situations we cannot modify the weights arbitrarily. We can however sometimes use masks in front of the sensor to zero out certain weights. Once the symmetry is broken the min-phase processing can be performed as before. For example zeroing out 6 weights (2 weights) in sensors of Type 1 leads to sensors of Type 3 (Type 2) and the min phase processing leads to sensors of Type 5 (Type 4) resulting in substantial improvements in error rate and speed.

An important point needs to be made here. At the beginning of the section it was mentioned that the motivation for the processing was to improve the performance of the sequential decoding algorithm not the performance of optimal ML decoding. The processing we are introducing (by masking weights) actually reduces the SNR of the system. Thus the new modified sensor could perform worse if optimal ML decoding were used. For some SNRs we see that masked sensors of Type 3 perform worse than the original with sequential decoding. However, the results in Figure 5.17 show that we can gain a substantial improvement in speed and accuracy of sequential decoding with the modified sensors after
min-phase processing. Previously, we tried to find the optimal pre-processing that did not change the SNR. The results of this section lead to the conclusion that in many cases a better trade-off of performance and accuracy can be obtained if we are allowed to decrease the SNR. This is another direction of future research - finding the optimal CDF while trading off SNR. Thus, the performance of sensor network detection with sequential decoding can be improved significantly by (a) modifying sensors and then (b) pre-processing the data to suit the sequential decoding algorithm.

We now briefly discuss preliminary extensions of these ideas to 2-D sensing tasks. In Section 5.2 a thermal sensor was set up to scan a vertical surface with some regions at a higher temperature than the background. The thermal sensor is very low resolution, and gives a weighted average of the temperature of all regions in its field of view. We wished to resolve blocks at a much higher resolution. One way of handling such 2-D tasks is to convert them to 1-D sensing problems by scanning the 2-D environment with a (i) horizontal raster scan (ii) vertical raster scan or (iii) a zig-zag scan. Once the 2-D problem
has been reduced to a 1-D problem sequential decoding can be applied. Raster scans preserve 2-D convolution as a 1-D convolution when appropriately padded.

The intuition from our results here is that the choice of the scanning procedure can be made such that the column distance function is maximized. This change based on the shape and size of the environment being sensed and the shape and size and weights of the field of view of the sensor. It is interesting to note that this choice of scanning direction is a form of data processing to suit the properties of sequential decoding and would not change the performance of the sensor network with optimal maximum likelihood detection. Another approach to 2-D task is to apply the min-phase approach from the previous section. However, there is no spectral factorization theorem for 2-D matrices, and so arbitrary 2-D sensing matrices cannot be converted to min-phase form. One feature we can exploit in this setting is the fact that in some sensors the z-transform of the sensing function can be approximately factored into a product of two functions, one for each dimension. Each dimension can then be converted into a min-phase form, resulting in a 2-D min-phase sensor. The best direction to scan would now depend on the CDFs of each 1-D factor. In cases where the sensing function cannot be factorized or when either one or both functions are palindromic sequences, we can modify the sensing function with the use of masks to obtain a min-phase or factorizable sensing function.

We close by repeating the message of this chapter - considering the entire set of measurements and the decoding algorithm as a single system to be jointly designed allows us to achieve better performance with limited resources. While this chapter had a few examples of how such system design could be achieved we expect that a similar approach could work in many other problems of practical interest.
CHAPTER 6

CONCLUSIONS, DISCUSSIONS AND FUTURE WORK

This thesis was motivated by practical detection problems that arise in applications such as sensor networks and high throughput screening. In particular the focus was on using sparse measurement structures to model these applications. We made the case that modeling the sparse nature of the measurements, where every observation is a (stochastic) function of a small number of inputs, is critical. The work described in this thesis can be grouped into three parts: Analysis, Algorithms and finally Applications and System Design. We discuss each one separately below.

6.1 ANALYSIS OF SPARSE MEASUREMENT SYSTEMS

In this thesis, we analyzed the fundamental limits of performance of sparse measurement systems. Our primary theoretical insight came from a parallel between sparse measurement systems and communication systems. We see that the measurements form a kind of channel code, a parallel first suggested by Rachlin et. al. This insight allowed us to use the probabilistic method to analyze the limits of performance of sparse measurement systems motivated by the information theoretic analysis of Shannon. However, extensive
modifications were required to handle correlations that arise due to the constrained structures and fixed measurement functions. This correlation structure of the measurements, which arises because of the fixed sparse measurement structure and the given measurement function, differentiates our methods from many other applications of the probabilistic method in coding theory. Our primary theoretical contribution was an expression for ‘sensing capacity’ that is general enough (much more so than [32]) to allow for many of the constraints that arise in practical systems, such as fixed field of view in a sensor network, limited amount of per person sample in a biological assay, fixed measurement functions and parameter uncertainty or model mismatch. This expression can be used to characterize the number of measurements sufficient to overcome these practical limitations and meet specified performance requirements.

The first specific contribution of this thesis, which is a special case of the general theorem, is a lower bound on the sensing capacity of sparse regular measurements. These structures were shown to be important in group testing experiments. This bound was not possible using the techniques in [32]. We compared the predictions of the bound to simulations of practical algorithms, such as the L1 decoder and the CE method, and saw that the bound is an excellent predictor of algorithm performance.

Using the general expression we also obtained bounds on the capacity of different sparse measurement structures. We showed that the structure of the measurements - the number of times each input is measured and the pattern in which inputs are sensed - is important in deciding the capacity of sparse measurement systems.

Based on our experiments with real sensor networks and group testing for drug discovery, we saw that measurement calibration is an important problem in practical detection applications. Motivated by this, we used our general theorem to analyze the performance of sparse measurement systems with model mismatch and parameter uncertainty.
Our second specific contribution, was a definition of the sensing capacity for systems with mismatch and uncertainty. We gave lower bounds on the sensing capacity of these systems as a special case of our general theorem. This demonstrated that it is still possible to detect an input reliably, *provided a sufficient number of measurements are available*. This presents a useful design choice in measurement systems where increasing the number of measurements can make the system *robust* to calibration errors. We also showed how using a mixture of sensors can make a measurement system more robust to parameter uncertainty than when a single kind of sensor is used.

Our third theoretical contribution was a converse, or upper bound on sensing capacity, which was left as an open problem in [32]. This converse was shown to be tight in some interesting situations. In other scenarios, the gap between the achievable rates and the converse were not substantial. Together with the lower bounds on capacity, the converse provided a way to estimate the sub-optimality of particular algorithms.

This thesis demonstrates that the parallels between communication systems and measurement systems extends beyond the problems explored in [32]. However, all the theoretical results were asymptotic and the guarantees were probabilistic. This may not be suitable for applications such as screening for diseases, which are matters of life and death. An interesting direction of future research is drawing from the extensive work in coding and information theory to design and analyze sparse measurement systems with provable worst case guarantees at finite lengths.

### 6.2 Algorithms for Sparse Measurement Systems

Motivated by the successful use of the theoretical insights from parallels to communication theory, we studied algorithmic connections between detection in sparse measurement systems and decoding of channel codes. In this direction, we extended the idea of sequen-
tial decoding of convolutional codes and the Cross Entropy (CE) method for rare event simulation to detection with sparse measurements. The primary algorithmic contributions of this thesis were the analysis of the accuracy and computational complexity of sequential decoding for specific sparse measurements, a method to speed up Belief Propagation for a large class of commonly occurring measurements and a demonstration that the theoretical bounds are an excellent predictor of the performance of the CE method.

One striking algorithmic insight that arose in our work is the computational cut-off phenomenon in sparse measurement systems. We showed that when a sufficiently large number of measurements are available, both sequential decoding and the CE method have a sharp empirical performance transition, becoming computationally efficient and accurate. This computational cut-off suggests a novel trade-off in the design of sparse measurement systems, where the number of measurements can be increased to substantially reduce the computational cost of detection. We rigorously characterized the computational performance of sequential decoding for sparse measurements and analytically showed the presence of a computational cut-off. We analyzed the computational properties of SD in detail and derived an expression for the complexity of SD, that highlights the effect of the measurement function on the complexity of detection.

We demonstrated, by simulations, that the Cross Entropy method often performs substantially better than inference algorithms such as Belief Propagation for sparse, regular measurements. We used our theoretical analysis to provide a stopping criterion for the CE method and showed how to use the analysis to set parameters in the algorithm. This provides an interesting example of how the theoretical analysis can guide algorithm design. We also showed through simulations that the computational cut-off phenomenon extends to the CE method as well.

An important direction of future research here is developing an analytical characteriza-
tion of the appearance of the computational cut-off rate for different measurement structures, such as the sparse regular structure, and for different algorithms, such as the CE method.

6.3 Applications and System Design

To demonstrate the impact of the ideas presented in this thesis we showed results on two diverse real-world applications. In particular, this thesis we successfully apply the theoretical and algorithmic results to real measurement data. Our results show why sparse measurement systems are both feasible and necessary for different tasks. These practical demonstrations of sparse measurement systems is one of the most important contributions of this thesis.

The first application we showed results for, was the use of sparse measurements structures in a pooling experiment for high throughput drug discovery. We showed that the CE method performed well on real data from the screening experiment. In simulations we showed that sparse regular measurement structures had much better performance than the STD designs used in [1]. We also showed that the performance of CE was substantially better than BP in many scenarios of interest, especially when noise levels are high.

In the second application we demonstrated how a cheap thermal sensor, which is designed to estimate the gross temperature of a large object, could be used to estimate multiple targets. This was achieved by taking many measurements from different locations and fusing the information using the SD algorithm. To enable this application we developed a realistic physics based model of the thermal sensor.

We used the expression we derived for the complexity of SD, to design measurement systems that are ‘easy’ to decode. We also showed how to pre-process data to substantially improve the computational properties of SD.
The primary *engineering* insight of this thesis was showing that the theory can be used to improve algorithm performance and design systems with better guarantees. This insight came from our view of the measurement system as including not only the measurements but also their structure, the physics of the input and the particular detection algorithm used. For example, the theory tells us that perfect reconstruction may not be possible, given noisy measurements, and also which types of errors are the most likely. We show how incorporating this information into inference algorithms can detection performance.

The critical contribution of this part of our work is the idea that systems can be designed together with detection algorithms not just to improve performance, but also decrease detection complexity. An important direction of future research is developing a better understanding of how to design measurement systems for other algorithms such as BP or the CE method and for other measurement structures.
Appendices
APPENDIX A

OPTIMAL ALGORITHMS FOR INFERENCE IN GRAPHICAL MODELS

We now proceed to describe some optimal algorithms for detection in sparse measurement systems. This section contains no novel contributions and is presented for completeness and as a motivation for local message passing algorithms studied later in Appendix B. The reader who is familiar with work on graphical models [51] can safely skip this section.

We describe a general method to derive optimal algorithms that exploit the factorization represented in factor graphs, such as the one in Figure 2.1. Though we are only interested in sparse measurement systems, we describe the general algorithm since it motivates the BP algorithm of Appendix B.

Given a factor graph, we know that it represents a joint distribution over the random variables of the form

\[ p(v) \propto \prod_{i=1}^{n} f_i(y^i, v^{N_i^1}, \ldots, v^{N_i^c}) \]  

(A.1)

where \( y^i \) and \( v^{N_i^1}, \ldots, v^{N_i^c} \) are the assignments to the variables connected to factor \( f_i \). We can use this value of \( p(v) \) in (1.6) or (1.7) to compute the marginals or the MAP assignments. The direct approach involves computing and marginalizing over a joint distribution over \( |V|^k \) variables which is computationally impractical (for large \( k \)) irrespective of the
underlying sparse measurement structure. We would prefer algorithms that used the underlying structure to perform inference as efficiently as possible.

Variable elimination [51] is one such algorithm (or procedure) that exploits the factorization structure to interleave the product operations from (A.1) with the sum operations in (1.6) or the product operations from (1.7). This is achieved by exploiting the distribution of products over sums and products [142]. Below is an outline of the variable elimination algorithm for a particular choice of input variable $V^t$.

1. Choose an ordering of variables $V^1, \ldots, V^{t-1}, V^{t+1}, \ldots, V^k$.

2. Pick the next variable from the ordering to eliminate. Call this variable $V^\text{now}$.

3. Collect all factors involving $V^\text{now}$. Multiply them together to create a new factor $f_{\text{now}}$. Delete the original factors that were collected.

4. Marginalize $V^\text{now}$ out of $f_{\text{now}}$ by computing $g_{\text{now}} = \sum_{V^\text{now}} f_{\text{now}}$. Add this factor back into the set of all factors.

5. As long as we still have variables to eliminate, return to step 2.

Note that larger and larger factors could be generated in Step 3 above. The size of the factors actually generated depends on the choice of order in which variables are eliminated. The minimum factor size over all possible choices of variable orderings corresponds to the tree-width of the original graph which can be thought of as a measure of complexity of inference in a particular graphical model. Unfortunately, even if the tree-width of a graph is small (and correspondingly inference is easy) finding the optimal ordering is $NP$-complete.

Ignoring this small setback, since heuristics for choosing elimination orderings are quite good in practice [143], we will now describe how to generalize the above algorithm to perform inference over all $V^t$'s simultaneously. A junction tree is a computational structure
derived from the probabilistic structure represented by a graphical model or Bayes net that essentially pre-compiles the joint distribution represented by the graphical model into a data structure that supports the simultaneous execution of a large class of queries. For a complete discussion of this algorithm, see [51]. This data structure can be thought of as a specific kind of tree (with the Running Intersection Property or RIP) where each node corresponds to groups of variables from the original measurement system.

Given a junction tree the Shafer-Shenoy algorithm [144] is an iterative algorithm that updates probability estimates by exchanging ‘messages’ locally among nodes connected in the junction tree. This leads to the following definition for the message updates. Suppose we have two clusters $\mathcal{B}$ and $\mathcal{C}$ connected in the junction tree. Let $u$ be the set of variables assigned to some factor in $\mathcal{B}$ and $v$ be the set of variables assigned to some factor in $\mathcal{C}$. Let $E$ be the set of edges in the junction tree, and $\phi_B$ be the product of all the factors assigned to node $\mathcal{B}$. Note that since $\phi_B$ is the product of factors it is a function of all variables that occur in any of the factors assigned to $\mathcal{B}$. The message sent from $\mathcal{B}$ to $\mathcal{C}$ is a function of $u$ which are the variables that occur both in factors assigned to $\mathcal{B}$ and in factors assigned to $\mathcal{C}$.

$$\mu_{B\rightarrow C}(u) = \sum_{v \in \mathcal{B} \setminus \mathcal{C}} \phi_B(u \cup v) \prod_{(A, B) \in E, A \neq \mathcal{C}} \mu_{A\rightarrow B}(u_A \cup v_A)$$  \hspace{1cm} (A.2)

where $\cup$ denotes the union operation, and the notation $v_A$ indicates the subset of the variables in $v$ that are present in some factor assigned to $A$. The cluster beliefs at a cluster $\mathcal{C}$ after any iteration, or in particular at the end after convergence are,

$$\beta_C(u) = \phi_C(u) \prod_{(B, C) \in E} \mu_{B\rightarrow C}(u_B)$$  \hspace{1cm} (A.3)

It can be shown that these updates results in correct and convergent local beliefs that solve (1.6), that is $p_C(u) \propto \beta_C(u)$. Because of the structural properties of the junction tree, we
can show that Shafer Shenoy algorithm is equivalent to running Variable Elimination in all
directions simultaneously. In general the space-time complexity is exponential in the width
(size of largest cluster) of the junction tree, which again relates back to the tree-width of
the original sparse measurement factor graph.

For most sparse measurement structures, such the ones analyzed in Chapter 3, lower
bounds on the tree width are known to be quite large (of the order 50-80 for nominal $k$ and
$n$, see for example [53]), and so the junction tree algorithm is infeasible. It is however pos-
sible to run for some sensor network or contiguous measurement structures where sensors
have very limited field of view - where it is equivalent to the well-known BCJR [145] or
Viterbi dynamic programming decoding algorithms. We will discuss the performance and
computational properties of the Viterbi algorithms when we study sequential decoding in
Section 4.2.

Since optimal algorithms (like Viterbi decoding) are computationally infeasible we
move on to practical detection algorithms. In general we would like to develop an un-
derstanding of when each kind of detection algorithm is suitable, and in particular we are
interested in how they perform on the different sparse measurement structures that have
practical applications.
We now consider Belief Propagation (BP) an algorithm that performs inference by the exchange of messages between variables and their factors until convergence. Our main contribution here is the simplification of the calculations of BP, for certain measurement functions $\Psi$, which is described in Section B.1. We also indicate how the asymptotic analysis of BP based on Density Evolution [58] can be extended to sparse measurement systems using the idea of ‘Perfect Projection’ from [146].

There is a special measurement structure for which the junction tree algorithm from Appendix A is computationally feasible - when the original factor graph is a tree with low tree-width. In this case the nodes in the junction tree correspond to merging a measurement with all its measured inputs. This resulting tree satisfies all the required properties a junction tree must satisfy. The tree width of this (derived) graphical model is the maximum number of children of any parent in the tree.

The Shafer-Shenoy updates can now be broken down into messages exchanged between factors and variables in the original factor graph resulting in the following messages passed between nodes in the original factor graph [147]. The message passed from variable to
factor is

\[
\mu_{V^t \rightarrow f_h}(v) = \prod_{h' \in N_t} \mu_{f_{h'} \rightarrow V^t}(v) \quad (B.1)
\]

and the message passed between a factor and a connected variable is

\[
\mu_{f_h \rightarrow V^t}(v) = \sum_{v' \in V^t \setminus v : t' \in N_h \setminus t} \left( \hat{f}_h(v', v) \prod_{v'' : t' \in N_h \setminus t} \mu_{V^t \rightarrow f_h}(v'') \right) \quad (B.2)
\]

Since these updates are now just in terms of messages exchanged between nodes in the original graph there is no procedural reason that the same updates cannot be run on a factor graph that is not a tree. This algorithm is often called ‘loopy BP’. We no longer have guarantees about the convergence or correctness of this algorithm like we did for the Shafer-Shenoy algorithm, but the algorithm has been seen to work well in practice [148].

For large enough input length \(k\), sparse regular graphs (like the ones in Chapter 3) are tree-like up to a fixed constant depth. In addition BP has been shown to be near optimal in Low-Density Parity Check (LDPC) codes [92]. Most LDPC codes, as we discussed in Section 2.4, are a special case of our sparse regular model with no noise and no allowed distortion. So we expect that BP will perform well when the input length is large and the pool size \(c\) is small (since BP is exact for trees). A comparison of the bound and the performance of BP for small \(c = 3\) is shown in Figure B.1. These results also show that the bounds we derived in Chapter 3 are meaningful since they reasonably predict the trends of BP showing that they can be profitably used in system design. However, we can see that the bound predicts that a rate of around 1.63 is achievable while BP requires a rate less than 1.5 for the word error rate to drop significantly. We could draw the conclusion that BP is sub-optimal and that searching for better algorithms could beneficial and in fact we will demonstrate such an algorithm in Section 4.1. This illustrates another aspect of the utility of our information theoretic bounds - they can be used as indicators of the sub-optimality of heuristic, computationally feasible or practically used algorithms.
Figure B.1: Demonstration that the bound is a reasonable predictor of BP performance for small $c = 3$ at distortion $D = .002$ with $p = .1$ and 90 reads. The bottom of the plot indicates no errors in $10^6$ runs.

We are especially interested in the computational aspects of algorithms and not just their accuracy. From (B.1), the computational complexity of the BP updates is exponential in the measurement size $c$. This is a problem when measurements with large $c$ are used. The next section shows that for measurement functions that have a certain symmetry property the updates can be calculated exactly without requiring any approximations even for large values of $c$.

## B.1 Faster BP Calculations for Type Based Measurements

While loopy BP is much more efficient than the optimal Junction Tree algorithm its complexity is still exponential in the size of a measurement $c$ which quickly becomes a problem as $c$ grows.

A potential solution to this problem, pursued in recent work that explored the pooling
problem as a compressed sensing problem [70], is to approximate the computation in (B.1) with a Monte-Carlo sampling step. However, in this section we show that for some kinds of measurements (including those that arise in pooling) these updates can be computed exactly with a substantial speed-up which renders the Monte-Carlo sampling approximation unnecessary.

In order to achieve this speed-up we exploit a symmetry present in certain measurement functions, such as $\Psi = \text{SUM, OR, MAX, THRESHOLD}$ and many others, which are type-based measurements. A measurement function $\Psi$ is type based if,

$$\Psi(Z) = \psi(t)$$  \hspace{1cm} (B.3)

for some function $\psi$ where $t$ is the type, (empirical p.m.f.) of $Z$. These are $\Psi$ functions for which the output only depends on the type of the input $t$ (the number of 0s, 1s, and so on) and not on the actual ordering of the inputs. In our factor graphs this means that each factor $f(v, y) = P_{Y|X}(y|\Phi(v)) = P_{Y|X}(y|\Psi(t)) = f(t, y)$ where $t$ is they type of the particular input $v$.

We first simplify (B.2) using this type-based symmetry,

$$\mu_{f_h \rightarrow V^t}(v) = \sum_{v \in V \setminus t \subseteq \mathcal{N}_h \setminus t} \left( f_h(v', v) \prod_{v': t' \in \mathcal{N}_h \setminus t} \mu_{V^t \rightarrow f_h}(v') \right)$$  \hspace{1cm} (B.4)

$$= \sum_{t=0} \left( f(t, v) \prod_{v': t' \in \mathcal{N}_h \setminus t, \text{of type } t} \mu_{V^t \rightarrow f_h}(v') \right)$$  \hspace{1cm} (B.5)

So now we need to calculate $\prod_{v': t' \in \mathcal{N}_h \setminus t, \text{of type } t} \mu_{V^t \rightarrow f_h}(v')$ for all possible values of the type $t$ efficiently.

In order to exploit this symmetry we use the properties of generating functions [149]. Consider a set of polynomials in a formal variable $A$, with one equation for each of the $c$
neighbors of the measurement factor $f^h$.

$$P_{t'}(A) = \sum_{i=1}^{\lfloor |\mathcal{V}| \rfloor} \mu_{V_{t'} \rightarrow f_h(v_{t'})} A^{i-1}$$  \hspace{1cm} (B.6)

Now, each $P_{t'}(A)$ is a polynomial of degree $|\mathcal{V}| - 1$ and $\prod_{t' \in \mathcal{N} \setminus t} P_{t'}(A)$ is a polynomial of degree $c(|\mathcal{V}| - 1)$. Each term in this product polynomial corresponds to one type $t$,

$$\prod_{t' : t' \in \mathcal{N} \setminus t, \mathcal{V}} P_{t'}(A)$$

We now need to compute the formal polynomial $\prod_{t' \in \mathcal{N} \setminus t} P_{t'}(A)$.

The sequence of coefficients of this product polynomial can be calculated as the convolution of the coefficient sequences of the original polynomials $P_{t'}(A)$. This can be done efficiently using Fast Fourier Transforms. Thus, these messages can be computed much faster - a speed-up which becomes critical in many applications. For example, in our pooling example using the original update equations would only allow us to use $c$ of about 5. The new updates would allow us to go up to $c = 40$ for binary measurements and $c = 20$ for SUM measurements on a desktop computer. This allows us to use the best possible $c$ which can be large for very sparse priors $p$.

### B.2 Density Evolution for Message Passing Algorithms

Recently a technique called Density Evolution (DE) was used to analyze the performance of BP for decoding LDPC codes [58]. Section 3.1.3 argued that sparse regular measurement structures are an appropriate model for some pooling applications. So, DE may be applicable to analyze the performance of BP in such measurement structures. However, DE was originally proposed for LDPC codes. This section outlines the differences between DE for sparse regular measurement systems and LDPC codes and compares the prediction of DE with simulations of BP for a pooling application.

We use the fact that, as shown in [146] the DE technique is also applicable for code
trees where each node satisfies a ‘Perfect Projection’ property. This property states that each variable node is drawn independently from a given fixed distribution. This is true in our sparse measurement systems since inputs are assumed to be drawn i.i.d from $p_V$. Thus, the predictions of DE will be good predictions of BP in the large system limit.

We now proceed to outline the density evolution equations for our sparse measurement systems. For simplicity we describe the case of binary inputs and SUM function. The same procedure can be directly used for larger input and output alphabets with a corresponding increase in computational complexity.

DE studies the distribution of the messages exchanged between nodes during message passing in the limiting case of infinitely long structures [150]. Since we are working with binary input alphabets ($|\mathcal{V}| = 2$) it is sufficient to track the distribution of two log-likelihood ratios (LLRs),

$$p^l_{\text{LLR}_0}(r) = Pr(\log(\frac{m^f_{j\rightarrow v}(0)}{m^f_{j\rightarrow v}(1)}) = r|v = 0)$$  \hspace{1cm} (B.7)

$$p^l_{\text{LLR}_1}(r) = Pr(\log(\frac{m^f_{j\rightarrow v}(0)}{m^f_{j\rightarrow v}(1)}) = r|v = 1)$$  \hspace{1cm} (B.8)

These LLRs conditioned on the variable receiving the message being 0 and 1 respectively. We need to track two LLRs because we cannot assume w.l.o.g. that the true input is the all zeros, which is a departure from the density evolution analysis of LDPC codes in [58].

We use DE to calculate the distributional fixed points of (B.7) and (B.8). We outline the DE technique. We start with the distribution over LLRs $p^l_{\text{LLR}_0}(r)$ and $p^l_{\text{LLR}_1}(r)$ based on the prior $p_V$. These form the initial distribution of messages from variables to factors. Using the update in (B.2) we calculate the new distribution of messages from factor to variable for each of $2^d$ possible configurations of true value variables connected to the factor. We average these to calculate the distribution of factor to variable messages. We repeat the process with the update in (B.1), resulting in new distributions over the LLRs $p^{l+1}_{\text{LLR}_0}(r)$ and
Figure B.2: A comparison of the performance of BP and the prediction made by DE for a range of $c$ with SUM measurements, $R = 1$, $p = .05$, flip probability $p_{Flip} = .05$ and input length $k = 200$.

$p^{t+1}_{LLR_1}(r)$. Both these steps are repeated $L$ times, where $L$ is the number of BP iterations.

We simulate BP for SUM measurements, rate $R = 1$ and probability of error $p_{Flip} = .05$ in Figure B.2. We compare the results to the result of DE. We see that DE is not a good indicator of the performance of BP in sparse measurement systems with small input length $k = 200$.

There are some interesting conclusions we could draw from Figure B.2 though they are not based on any rigorous analysis. For many different parameter settings - such as those in the Figure - we see that BP performs better than the DE prediction for small $c$ and worse for higher $c$. It would thus appear that having loops in the graph helps the performance of BP for smaller $c$ when most loops are not too short but hurts performance for larger $c$ when many short loops occur for relatively small $k$. An analysis of this effect, perhaps using the loop calculus of [59] would be a very interesting direction of future research.
In general BP could be a very useful algorithm if the graph is tree like for large depths or if some sort of correlation decay property [151] holds. Finally, note that these results are for the average bit-error rate (since this is what DE analysis gives us) as opposed to the word error rate that we are usually interested in and hence are largely incomparable with our bounds.

In conclusion, our bound is a reasonable predictor of BP performance even at shorter lengths for word error rates, but the DE prediction of bit error rates is very far off - to the extent that it is possibly unusable for system design. We present another algorithm in Section 4.1, called the CE method, which has excellent agreement with our bounds and may be a better choice especially if the bounds are used to develop and understand practical systems.

We also mention here that BP implementation and DE analysis can be extended to the cases of mismatch discussed in previous chapters. However, since the base case results have so much discrepancy this does not seem to be a useful result to present.
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