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Abstract—Machine learning is a promising technology for many modern applications. To train an effective machine learning model, a large amount of data is required. However, data may be created in different organizations and sharing data across organizational boundaries is difficult due to privacy concerns and communication bandwidth limitations. Data summarization is a technique for reducing the amount of data that needs to be shared, while preserving characteristics in the data that are useful for training machine learning models. In this paper, we present an overview of data summarization techniques, which can be useful for machine learning across organizational boundaries. We also discuss some possible applications related to these data summarization techniques and challenges for future research.
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I. INTRODUCTION

One of the main drivers for the recent advances in artificial intelligence and their applications is the availability of massive amount of data, with which machine learning (ML) algorithms, in particular deep learning (DL) techniques, can learn complex patterns and relationship within the data and apply the learned knowledge for previously unobserved data. However, the sheer volume of large data sets often renders the training of machine learning models difficult, if not infeasible, for the following reasons:

- Training deep learning models with a large amount of data requires equally large amount of computing power, which is not always available for the training process to finish within a reasonable time.
- The network bandwidth may not be sufficient to transfer a large volume of data from the point of data generation (typically at network edge) to where adequate amount of computing power is (typically at some centralized location with consolidated compute servers).
- It takes a lot of human efforts and time to create the training data for ML/DL by assigning the labels to the raw data set.

In multi-organizational coalition, where multiple parties in the coalition would like to share with one another their respective data sets and the knowledge learned from them, these problems are even more pronounced since the data exchange across the coalition boundaries are subject to additional constraints such as regulatory requirements and privacy/security issues.

There are three broad categories of machine learning federation, including output federation, model federation, and data federation. Output federation is the aggregation of outputs from multiple machine learning models which may be owned by different organizations. First, a data sample is sent to each model which computes the results locally. Then, the local outputs from all models are sent to an entity that aggregates these outputs and produces the final result. For instance, in the case of supervised learning, the aggregation can be performed by computing the average of the scores of each output label. In the output federation approach, the model always remains local, but there is no protection of the privacy of the data samples in the inference task. Model federation is to share and combine different pre-trained models. The combined model can then be sent to the party that needs it. In this way, the raw data samples used in inference can remain local. However, it is generally difficult to merge models after they are trained, and a model trained only using an organization’s local dataset may be less accurate than a model that is trained using all organizations’ datasets. Data federation extracts useful information from each organization’s local dataset. Such information is usually less sensitive than the raw data, which can be shared with other organizations and used for training models collectively.

In this paper, we are primarily concerned with data federation, and explore data summarization approaches, generally referring to methods for representing a data set by a smaller amount of data than the original one, as remedies for the above issues. While the precise definition, the form of summarized data, and the techniques used vary by the objective and the application, we will focus on the aspects of different data summarization methods and their applicability to machine learning tasks in federated environments.

The rest of this paper is organized as follows. In Section II, we will review a few categories of data summarization methods in literature in the context of data federation for machine learning. Then, in Section III, we present how these data summarization methods can be applied to various scenarios of
multi-organizational federations of data and machine learning models, such as cross-organizational data brokerage, federated learning, and model searching. We outline some open research challenges in Section IV and draw the conclusion in Section V.

II. DATA SUMMARY TECHNIQUES

There has been a wide variety of data summarization techniques proposed in literature and used in practice. This section serves as a brief survey of some of the representative approaches, with the focus on their relevance in machine learning in federated environments. We put them in three broad categories: (i) statistical summaries, (ii) dimensionality reduction, and (iii) sampling-based approaches.

A. Statistical summaries

This category of methods is typically originated from the need of summarizing data for efficiently exploring and analyzing a large amount of data. The focus is on time- and space-efficiency in creating and updating the aggregate summary, and the basic premise is that the summaries are created for specific types of queries on the data set, such as means, variance, count, and other statistical information.

The benefit of these approaches is that it requires only a small amount of time and space to generate the summary information: they can be typically created through only a single pass of the entire data set (and therefore adequate for streaming data as well), and have small memory footprints. The downside is that each summary can answer only a specific type of queries that it is designed for.

1) Summary statistics: Obviously the most basic form of statistical summarization is to aggregate the entire data set into a single number, such as sum, average, count, variance, median, mode, etc. If the entire data set is used to compute these statistical summaries, they provide the exact answer to the query that they are designed for. The time requirement is minimal, as these numbers are mostly calculated by a single pass through the data set and also can be updated incrementally.

The space requirement, however, varies by the type of the summary statistics. Some of them (e.g., sum, average, count, variance, min, max) can be trivially computed by simply updating a single number (or their combination) each time a new data point is encountered. However, finding exact values of some others requires maintaining larger space data structures and more involved operations on them; for example, the median or quartiles of a (multi)set of numbers shall be found in their sorted list, the mode (i.e., the most frequently occurring item) requires maintaining the a table of the items’ occurrences.

Other statistical summaries are less trivial to obtain exactly in terms of their time and space requirements, for example, calculating range-sum, which is the sum (or the number) of items in a specific groups (or ranges), or the density function of the entire data set. For this reason, many approximate methods that estimate such summary statistics have been proposed in literature.

2) Histogram: The histogram, which summarize a dataset by putting them into discrete groups (or “buckets”) and calculates/maintains some summary statistics of each group, has a long history as a method for data summarization and visualization. From the statistical viewpoint, a histogram can be viewed as a non-parametric, piece-wise continuous estimator of the density function of a dataset modeled as a collection of i.i.d. samples [1], and hence serves as a general basis for estimating any summary statistics for the entire dataset based on the probability distribution.

If the bucket boundaries are known a priori, a histogram can be constructed in a single pass of the dataset, requiring $O(N)$ time in total for a data with $N$ items, and $O(B)$ space with $B$ buckets. Also, updating and deleting data items can be done in a straightforward manner. A classical, the most basic scheme for bucketizing is by dividing the entire range of the dataset into groups of equal width. While such a simple histogram can be constructed and maintained very efficiently, it can perform quite poorly in approximately answering the statistical queries, especially when the distribution of the data items within a single bucket is very skewed. An alternative to this basic equal-width model for avoiding the above issue is to construct the bucket boundaries so that each bucket contains the same number of items [2], generally called “equal-depth” histogram, albeit at the expense of additional computation required to sort the data or compute quantiles.

3) Sketches: Another, more recent class of approximately answering statistical queries on a large data set is sketches. The term itself actually is a loosely defined one, and generally refers to “a compressed mapping of the full data set onto a data structure which is easy to update with new or changed data, and allows certain queries whose results approximate queries on the full data set” [3]. In this notion, the summary statistics described above can be considered as a type of sketches, of which some statistical values like sum and average, as well as histograms with fixed bucket boundaries, are types of linear sketches (i.e., the mapping is a linear function of each data point) while some others are non-linear ones, like min and max.

Of particular interests to research work in the literature are sketches that require more involved and sophisticated methods and data structure for creating and maintaining the summary and answering (approximately) the queries. A classic example is Bloom Filter [4], which answers membership queries (i.e., “Is an item $X$ is in the set $S$?”) via a collection of bit-vectors constructed through a set of hash functions. Other, more advanced types of sketches have also been developed for solving a variety of problems that require the estimation of the frequencies of items in the set, such as Count Sketch [5], Count-Min Sketch [6], and AMS Sketch [7].

While these methods differ by the data structure employed, space requirements, supported types of queries, and estimation error bounds, they share the following common properties [8]:

- They have constant-size data structure, which is determined by one or more parameters related to the expected approximation error.
• Each update to the summary is independent of the past history, hence requiring each data sample needs to be seen only once.
• Most of the sketches, especially the non-trivial ones, involve some form of randomization in the form of random choice of hash functions, and hence the accuracy guarantees hold only in probabilistic sense.

Despite their benefits in space requirements and speed of answering queries, the statistical summaries of a data set described above—summary statistics, histogram, and sketches—have a major limitation in serving as the data summary for machine learning: Each of these methods can serve only a specific type of queries on the data set. In what follows, we review other classes of techniques that can serve as bases for more general ways of summarizing a large data set.

B. Dimensionality reduction

Data summarization through dimensionality reduction includes classes of approaches that map high-dimensional data onto a lower dimensional space such that certain properties of the original data set are preserved in the mapped space. Reducing dimension of the data does not decrease the cardinality of a data set; instead, it has the effect of reducing the total amount of data (i.e., the total number of bytes). Yet they also enable certain operations on the data set to be executed more efficiently (in time and space), including further summarization through other techniques in this section.

1) Principle component analysis (PCA): Probably the most well-known dimensionality reduction technique is Principal Component Analysis (PCA) [9], which converts a set of possibly correlated variables into a set of linearly uncorrelated ones. Though it is widely used in practice for data exploration as well as a pre-processing step in many data analysis tasks, its main limitation is the reliance on the linearity assumption and applicability only to numerical data, often rendering it inadequate for complex, unstructured data sets.

2) Locality-sensitive hashing (LSH): Locality-sensitive hashing refers to a class of data hashing techniques that map, with high probability, “similar” data items into the same “buckets” and “different” items into different buckets, to the effect of reducing the dimension of the data when the number of buckets is smaller than the that of data items. In particular, they enable approximate solutions to nearest neighbor (NN) search problems, which has linear complexity w.r.t. the number of items in a set and generally suffers from the curse of dimensionality. With LSH, an approximate nearest neighbor (ANN) search can be executed in sub-linear time, by limiting the search to the items within the same hash bucket for the given queried item.

One popular LSH method, called SimHash [10], maps similar data items in Euclidean space to lower-dimensional binary vectors (codewords) through a set of random projection, such that the Hamming distance between the binary codewords is small. Another popular method is via MinHash algorithm [11], which uses a signature vector from a set of randomly selected hash functions (from a family of hash functions) to map the high-dimensional data; The LSH is constructed then by a “banding” technique applied to this hash vector signature.\footnote{MinHash itself is used to approximately computing the similarity between two sets, which in itself is useful in some of the applications we discuss in Section III-C}

The above hashing-based methods are data-independent, as random projections (for [10]) or random hash functions (for [11]) are selected independently of the data set being mapped to hash vectors. More recently, data-dependent methods are proposed, in which mapping functions of data samples to binary codes are learned by machine learning approaches. In particular, a deep learning model is used in [12] to learn the compact binary codes that can account for non-linear structure and relationship within the original data.

3) Feature extraction: The third class of dimensionality reduction methods is by using feature extraction functions learned from the given data set as the data summarization techniques; for example, a few layers of a convolutional neural network (CNN) model trained with the data set of interests, or the encoding layers of auto-encoders. The data summary in reduced dimension is therefore the set of feature maps corresponding to the original data set.

Strictly speaking, these feature extraction functions differ from the other approaches to data summarization in this section, in that the resulting set of feature vectors do not necessarily preserve the relationship between the data items in their original form; rather, the feature vectors represent their relationship w.r.t. minimizing a certain loss function of the labels associated with the raw data. Nonetheless, they are still useful, low-dimensional representations of the data for machine learning in distributed, federated environment, in which the feature maps in reduced dimension, instead of the raw data set, can be sent to and used by machine learning tasks.

C. Sampling from the original data space

The above two categories of data summarization converts the original data set to some lower-dimensional data space, with the statistical summaries being extreme cases of dimensionality reduction. In contrast, the methods in the third category presented here construct a small set of the data samples within the sample space of the original data set, hence enabling the use of a small data set as a proxy for the original one in machine learning tasks.

1) Random sampling: A straightforward approach is to randomly sample from the original dataset, where the sampling can be uniform, stratified, etc. Despite being simple, this approach does not provide any guarantee on how the sampling affects the resulting machine learning model trained on the sampled data.

2) Model consistent sampling: An improvement to the random sampling is to strategically select the samples with respect to their performance under the model that uses the samples as the training set. An early work of this concept,
called Condensed Nearest Neighbors (CNN) [13].\(^2\) incrementally selects a training data set from the original data set by repeatedly selecting samples mis-classified by the assumed model (k-Nearest Neighbor in this particular case) trained with already-selected samples, until no more samples can be moved into the training set. This work and its subsequent variants would always form a compressed training set that is always a subset of the original data set. More recently, approaches that learn synthetic data set as the representative summary are also proposed, such as Stochastic Neighbor Compression (SNC) [14], which uses stochastic neighborhood [15], instead of deterministic nearest neighbor models, as a probabilistic model for assessing correct/incorrect classification of the data samples in the process of data selection process.

3) Coreset: Coreset construction is an approach that selects a subset of samples from the training dataset, so that training a machine learning model only using this subset (coreset) of samples (where weights are given to each sample in the coreset) approximates the training with all the data samples with a theoretically provable error [16], [17]. Intuitively, each data sample in the coreset represents a group of data samples in the original dataset. For a given type of machine learning model, there is a specific way of constructing the coreset. This approach is most effective with shallow models such as K-means and K-median, where the cost function used in model training is largely based on the Euclidean distance between data samples.

4) Active learning: For supervised learning tasks, it is often labor intensive to collect labeled training data. Active learning is an approach that interacts between the machine learning task and the human labeling effort [18]. Assume that all the data samples are unlabeled at the beginning. The system first randomly selects a small subset of samples for the human to label. It learns an initial model based on this small subset of labeled data. Using this model, the system identifies which other samples among the unlabeled data samples most likely contain useful information for improving the model’s accuracy, and it asks the human to label these data samples. Then the model is updated using the newly labeled data. This process repeats until some desired model accuracy has been reached. In this way, the amount of labeled (sampled) data increases over time up to a certain amount. Depending on the desired model accuracy, the amount of labeled data may be significantly less than the total amount of data, which saves human efforts of data labeling.

III. APPLICATIONS OF DATA SUMMARIZATION

In the following, we summarize some applications of data summarization and related aspects for machine learning in federated environments.

A. Federated learning

Federated learning is a way of training machine learning models from multiple decentralized clients [19], such as mobile phones, micro-servers, etc. Here, different clients may belong to different users or different organizations. The data is stored at each client locally, and a server coordinates the distributed training process. When training a model using federated learning, only the model parameters (or gradients of model parameters) are shared between each client and the server. The raw data at each local client does not need to be shared with any other entity, which preserves the privacy of raw data and often reduces the communication bandwidth requirement as the size of raw data is usually very large.

The basic procedure of federated learning is as follows:

1) The server sends the model parameter vector (e.g., weights of a neural network) to all the clients. Upon initialization, the model parameter is initialized either randomly or as a constant. In all other rounds, the model parameter is the aggregated value obtained in the previous round (Step 4).

2) Each client computes the gradient of the model parameter (with respect to the loss function defined for the machine learning model), based on the most recent model parameter and its own local dataset. Then, it performs one step of gradient descent iteration and updates its own (local) model parameter. This step can be repeated for \(\tau\) times where \(\tau\) is either a predefined parameter or can be chosen using an optimization procedure [20], [21].

3) Each client transmits its most recent local model parameter to the server.

4) The server computes the aggregated (global) model parameter, often as the simple average or weighted average of local model parameters.

5) Repeat from Step 1.

Data summarization can assist federated learning in several ways. As discussed in [22], [23], a summary (or small subset) of the local raw dataset may be shared with other clients, to improve the training efficiency when the datasets at different clients are non-i.i.d. distributed. In addition, federated learning may be performed on a summary of local datasets of each client, instead of performing on the raw dataset directly. This can improve the efficiency and stability of federated learning. For example, if the goal is image classification, one may use a common feature extractor for images as a dimension reduction technique, and train the machine learning model using federated learning only on the features. This approach is also related to federated transfer learning [24]. If some data collection devices (such as IoT sensors) are not capable of training advanced machine learning models, they may send a summary of their data to a more powerful device (such as a home gateway) which will act as a client in federated learning.

Furthermore, for a given global model parameter, the incremental update computed at each client (i.e., the difference between the updated local model parameter and the original global model parameter) can also be seen as a summarization of the client’s local dataset, for the purpose of training the machine learning model, where the structure (logic) of the machine learning model is predefined.
B. Data brokerage

In environments where datasets are owned by different organizations, there needs to be a mechanism to reward each organization that provides data, if the data has provided value for some machine learning task. A data broker that coordinates the data summarization and sharing among different clients can be useful in this setting. The data broker receives a request from a task requester, which can be a representative from an organization, and selects one or multiple participating clients which have data that is potentially valuable for the requested task. It then coordinates these participating clients towards the completion of the task.

An important functionality of a data broker is to quantify the value of a dataset provided by a client. Such values are often task-dependent and also depends on the datasets (and the values of those datasets) provided by other clients. For example, in federated learning which is based on gradient descent, the value of each client can be quantified by how much the aggregated gradient changes if this client is removed. If the gradient does not change at all after removing a particular client, then it is very likely that this client has a dataset that is similar to one of the other clients, and excluding this client from the task would not cause too much adverse effect, because the learning would still progress in a similar manner since the gradient remains similar.

Each client may offer a price that the task requester has to pay in order for this client to participate in the task. There can be price negotiations between the requester and each client, which are coordinated by the data broker. The price negotiation can depend on the client’s value to the task as explained above.

The value of each client’s dataset may change during the progression of the task. For example, in federated learning, the model may first learn the coarse differences between different images, for which minor differences in different clients’ datasets may not matter much. So, initially, the system may want to select a small subset of clients to participate in the task and pay a low cost. As the learning progresses, the diversity of data may become more important, and the system may need to select a larger subset of clients and pay a higher cost. For this reason, the valuation of different clients and price negotiation may happen for multiple times during task execution. The data broker needs to continuously monitor the changes in values and trigger a new round of negotiation when necessary. Data summarization helps the data broker and clients perform these tasks in a manner that requires less resources (in network and computation) and preserves the sensitivity of the raw data.

C. Model searching

In a multi-organizational environment, each organization may train and store different machine learning models using different datasets for different purposes. The trained models can be useful for other organizations as well, in which case the models created by one organization may be shared with other organizations and the provider of the model would get rewarded in some way. In order for this kind of model sharing to work, there needs to be some mechanism for figuring out which model is the most suitable for a given task.

The first step of searching potentially suitable models is to match some basic specifications of each model with the task. For example, it is obvious that a model trained for sound classification cannot be used for image classification, or vice versa. A subset of models (possibly belonging to different organizations) that process the same type of data and give the same or similar sets of labels as output can be selected from this process. These models will be further considered for use with the given task.

The task specification should include a test dataset which includes pairs of input (raw) data sample and desired output label, because without this test dataset, all the models that match with the high-level specification of the task would be considered as having similar values, as there is no way to quantify the difference of these models. With the test dataset available, there are several ways of quantifying the values of different models for this task.

One straightforward way is to evaluate the model directly with the test data and compare the accuracy provided by different models. However, if the test dataset is not large enough, the accuracy results may not have enough statistical significance and comparing them is not meaningful.

Another approach is to compute summaries of both the test data of the task and the training data used to train the machine learning model. Then, compare the summary of the training data for each model with the summary of the test data. As explained earlier in this paper, some types of data summarization techniques such as projection to lower dimensional space transform the raw data into a space where the distance reflects the inherent similarity between different data samples better than the distance on the raw data itself.

A third approach for quantifying the suitability of a model to the test data is to compute the gradient of the model parameter with respect to the loss function of the model on the test dataset. The gradient computation is similar to what is usually done in model training (see Section III-A), where the only difference is that the gradient is computed on the training dataset for model training whereas we compute it on the test dataset here. Since a model is trained well when the gradient tends to vanish, the model is suitable to the test dataset if the norm of the gradient is small.

IV. RESEARCH CHALLENGES

Data summarization is a useful technique for sharing data across organizational boundaries, so that the data collected by different organizations can be utilized for machine learning. However, there exist several challenges ahead.

As summarized in Section II, there exist a large variety of data summarization techniques with different complexities. For a given machine learning problem, one needs to choose suitable data summarization techniques that can be useful for this problem. Currently, this choice is usually made by a human based on his/her understanding of the problem characteristics. In a large-scale distributed machine learning platform,
there are many participating organizations and different types of machine learning models. Relying on human efforts to choose appropriate data summarization approaches for each individual machine learning task that occurs in such a platform is infeasible. Therefore, future research can investigate on how to automate the choice of data summarization for a given machine learning task and a family of available datasets possibly from different organizations.

A main promise of data summarization is to preserve the privacy of sensitive information in each organization’s raw data. Therefore, a natural question that one would ask is to what degree does data summarization provide privacy protection. While there has been some efforts towards this direction from a differential privacy’s point of view [25], [26], more needs to be done so that users can clearly understand the privacy implications of different data summarization approaches and use this knowledge to properly configure a system for distributed data sharing and machine learning. A related goal here is to provide interpretable metrics for different privacy characterizations that exist in the literature [27].

Lastly, we can intuitively expect that in general, if we share less amount of data (i.e., the degree of compression of the data summarization technique is higher), we preserve more privacy and save more communication bandwidth, but the utility for the machine learning problem also decreases. There exists a complex interplay among the amount of shared data (which is equal to the data transmission size), the degree of privacy protection, and the utility for machine learning. Theoretical or empirical models that capture this tradeoff would be useful for choosing the best settings for a given set of privacy and communication constraints. It is challenging to obtain such models due to the large variety of data summarization techniques and machine learning models.

V. CONCLUSION

In this paper, we have presented an overview of different data summarization techniques and their applications to machine learning. In general, data summarization can be useful for machine learning with data collected by multiple organizations, which preserves the privacy of organizational data, saves the communication bandwidth, and may also improve the computational efficiency. There exist several challenges before reaching the ultimate goal of developing a large-scale data sharing and distributed learning platform. This paper has provided some insight towards this goal.
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