Abstract—Many modern applications in the area of smart computing are based on machine learning techniques. To train machine learning models, a large amount of data is usually required, which is often not readily available at a central location. Federated learning enables the training of machine learning models from distributed datasets at client devices without transmitting the data to a central place, which has benefits including preserving the privacy of user data and reducing communication bandwidth. In this demonstration, we show a federated learning system deployed in an emulated wide-area communications network with dynamic, heterogeneous, and intermittent resource availability, where the network is emulated using a CORE/EMANE emulator. In our system, the environment is decentralized and each client can ask for assistance by other clients. The availability of clients is intermittent so only those clients that are available can provide assistance. A graphical interface illustrates the network connections and the user can adjust these connections through the interface. A user interface displays the training progress and each client’s contribution to training.
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I. INTRODUCTION

Machine learning is a promising technology for many emerging smart applications nowadays. To apply machine learning, models need to be trained usually with a large amount of data. In a distributed system where data is collected by local clients and stored locally, it is difficult to send all the data to a central location due to bandwidth limitations and data privacy concerns. To address this problem, federated learning has been proposed [1], which allows the data to remain at local clients and only the model parameters are shared between clients and a central server. Since the size of model parameters is usually much smaller than the size of the dataset at local clients, federated learning saves the communication bandwidth and also preserves the privacy of each client’s raw data. Note that for deep learning models, there exist ways to extract only a small amount of data to represent the entire set of model parameters [2], [3].

The basic system setup for federated learning includes a server and multiple clients, as shown in Fig. 1. In each training task, the server and all clients are configured to train a model with the same architecture. The server initiates the model and sends the parameter vector of the model to all clients. After receiving the model parameter, each client computes updates to the model parameter using (possibly stochastic) gradient descent on its local dataset. The local model update is performed for a specific number of steps, and this local update process at each client is similar to what is done in the centralized model training for deep neural networks [4]. After completing the pre-specified number of steps of local updates, the resulting local model parameter at each client is sent back to the server. The server aggregates all local parameters (usually by computing an average over the local parameter vectors) and sends the aggregated parameter back to all clients. Then, the same process continues until some

Steps:

a – Broadcast model parameter vector from server to all clients
b – Local model update by each client using its local dataset (r steps of gradient descent)
c – Send updated local parameter vector from each client back to the server
d – Server computes the global model parameter by aggregating received local parameters

(The above steps continue until training completes)

Fig. 1. Federated learning system.
Several improvements to federated learning have been made after the initial proposal in [1]. For example, the adaptation of the number of local update steps ($\tau$ in Fig. 1) for efficient resource utilization is studied in [5], how to improve the security of global parameter aggregation is studied in [6], an approach of selecting the set of participating clients is proposed in [7], sharing a small subset of data to improve the performance in non-i.i.d. data distribution cases is considered in [8]. Recently, a design of large-scale federated learning systems is presented in [9], where it is mentioned that the connection between client and server may be intermittent due to wide-area network connection, and the availability of each client itself may be intermittent too due to the dynamics in the resource availability of each client.

In this work, we will show a demonstration of federated learning in an emulated networked system with dynamic, heterogeneous, and intermittent resource availability, where the control mechanism in [5] is applied. This is an extension to our previous demonstration [10] which illustrated federated learning in stable network environments. The system we show can be used as a research tool for developing efficient federated learning mechanisms that are robust against system variations.

II. DESCRIPTION OF THE DEMONSTRATION

We consider an emulated wide-area networked system with a variety of network types, as shown in Fig. 2. The system has both fixed and mobile nodes and the emulation is done using CORE/EMANE [11]. The graphical user interface shown in Fig. 2 is provided by the emulator, which allows the user to configure the network links as well as the locations of nodes. In our demonstrated system, each node runs a software stack that includes a Delay Tolerant Networking (DTN) layer, a local controller to respond to requests, and a federated learning stack that uses TensorFlow [12] with our own distributed protocol (see [10]).

The system allows any node to initiate a federated learning task that involves other participating nodes. The node that initiates the task serves as the server in federated learning. If the initiating node has data that is useful for its own training task, it also serves as a client at the same time. Note that a node can be a server and a client simultaneously in federated learning [10].

During task initiation, a set of specifications for the machine learning task (such as model architecture, data type, and expected prediction labels) is broadcast to all other nodes in the network. The DTN layer ensures that each node will receive the specifications, although they may not receive them instantaneously if the network connection is intermittent. After receiving the specifications, each node checks whether it has the data that can be useful for the machine learning task and whether it has enough computational resource to participate in the task. If both are true, the node will send a confirmation to the node that initiated the task (i.e., the federated learning server).

Federated learning starts when a waiting time has elapsed...
after task initiation. The waiting time is determined by the task initiator, and can be related to aspects such as the minimum number of participating clients. During federated learning, clients can join or leave the network at any time. The system implements a mechanism that ignores updates from clients that are significantly outdated (i.e., the updated model parameter is computed based on an old global model parameter that is very different from the current global model parameter).

The user interface that displays the training progress is shown in Fig. 3. It allows the user to understand the effect of mobility and bandwidth in a visual way, and to rapidly model the effects of different network parameters on the overall machine learning model creation process.

After the model is trained, it can either be used locally (at the node that initiated the training task) or re-distributed to any nodes that require the model. In the demonstration, a separate application will query the trained model for image classification, and will show that the images can now be classified with a fairly high accuracy.

The system we present in this demonstration can be used as the basis for ongoing experimentation, with the aim of deploying this approach on next generation networking equipment and hardware.
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